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Introduction. Heuristic synthesis is used to improve the effi-
ciency of reception and processing of discrete signals under
aprior information pressure. The analysis of the decision-
making algorithm for the linear-logical processing of discrete
signals in case of the incomplete aprior data on their parame-
ters is presented. The work objective is to develop and analyze
the efficiency of the linear-logical algorithms.

Materials and Methods. New mathematical algorithms for the
signal reception and processing, effective under conditions of a
priori uncertainty, are proposed. They are based on the consid-
eration of the structure of emissions and process exceedance in
the signal processing channels.

Research Results. Linear-logical algorithms for processing
discrete signals are developed. They are based on the consider-
ation of one, two and more detailed characteristics of emissions
or exceedance of random processes.

Discussion and Conclusion. The results obtained can be useful
in the synthesis of algorithms and devices for the signal recep-
tion and processing. Algorithms and devices are implemented
both in an analog form and in the form of algorithms for com-
puters. The simulation programs for the signal processing un-
der conditions of the considerable uncertainty of aprior infor-
mation on the signals and the channels of their distribution are
developed.
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Bseoenue. Ins nossimeHus 3G(HEKTUBHOCTH IpHeMa U o0pa-
OOTKH JMCKPETHBIX CHTHAJIOB B YCIOBMAX AeduUIUTA anpHOp-
HBIX CBEAEHHWH INPHUMEHSIOT 3BpPHCTHYECKHMi cuHTe3. [lpen-
CTaBJICH aHAIN3 aJFOPUTMA HPHHATHA PEIICHHs HPH JIUHEHHO-
JIOTUYECKOH 00paboTKe MUCKPETHBIX CUTHAJIOB B CIIydae, eIy
arnpuopHbIe JaHHbIC 00 HX Mapamerpax HenousHbl Lens pa6o-
Tl — TMOCTpOeHHe M aHamu3 dS(QGEKTUBHOCTH JIHHEHHO-
JIOTHYECKUX aITOPHTMOB.

Mamepuaner u memoowi. Tlpennoxens! 3pHeKTUBHBIE B yCIIO-
BUSIX alpHOPHOI HEOIPEAeNICHHOCTH MaTeMaTHYeCKHe airo-
pUTMBI IpHeMa U 00paboTku curHainoB. OHH OCHOBaHBI Ha
ydeTe CTPYKTYpbI BEIOPOCOB M TPEBBILICHHIT POIIECCOB B Ka-
Hasax 00paboTKy.

Pesynomamur uccneoosanus. Co3naHbl JMHEHHO-IOTHYECKHE
ITOPUTMBI 00paOOTKN TUCKPETHBIX CUTHATIOB. OHM OCHOBAHBI
Ha ydyeTe OAHOH, IBYX M 0ojee NETalbHBIX XapaKTEPUCTHK
BBIOPOCOB MJIM MIPEBBILICHHUH CIIyYailHBIX IPOLIECCOB.
Obcyscoenue u 3axntouenus. ToydeHHbIE pe3yIbTaThl MOTYT
OBITH IMOJIE3HBI B IPOLIECCE CHHTE3a aJrOPUTMOB U YCTPOHCTB
npueMa U 0OpabOTKM CHUTHAIOB. AJTOPUTMBEI M yCTPOMHCTBa
peanu3yeMbl Kak B aHAJIOTOBOM BHJIE, TaK M B BHIE aJTOPUT-
MoB 1 OBM. Co3maHbel mporpaMmbl MOJAENUPOBAHUS NPH
00pabOTKe CHTHAJIOB B YCIOBHSAX 3HAYUTEIHHON alpHOPHOH
HEOIPEENeHHOCTH MH(POPMAIMKM O CUTHAJIAX U O KaHaJax uX
pacIpoCTpaHEeHUs.

Kniouesvie cnosa: pemaronye MNpaBuia, SBPUCTHIECKUN CHH-
Te3, MpUeM M 00paboTKa JUCKPETHBIX CUIHAJOB, INIOTHOCTH
pacrpeneneHus: BepOsSTHOCTEH, BEIOPOCH! M TIPEBBIIICHUS CIIy-
YalHbBIX [IPOLIECCOB.

Ooépazey ona yumuposanusn: Ilnakcuenko, B. C. Jluneiino-
JOTHYECKUN aJTOPUTM MPHHATHS PpEIICHHS Tpu 00paboTke
curnanos / B. C. [Tnakcuenko // Bectauk J[oH. roc. TexH. yH-
Ta. — 2018, — T.18, Ned4. — C.385-391.
https://doi.org/10.23947/1992-5980-2018-18-4-385-391.

Introduction. Heuristic engineering synthesis of nonparametric decision rules is used to optimize sig-
nal processing under conditions of considerable a priori uncertainty. This procedure is based on the analysis of
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the emission parameters of random processes at the output of the demodulator of the receiver of discrete signals
[1-7]. The emission theory is of considerable use in the engineering practice. However, the analysis of regulari-
ties and detailed characteristics of emissions is a complex analytical task even at a constant or slowly varying
threshold. In the course of the analytical approach, relations are obtained that lead to nonconvergent series,
which explains the absence of physically meaningful results.

At present and in the near future, the use of discrete multiposition signals is promising. They include discrete
address systems, multiple telegraphy systems (frequency telegraphy, multiposition frequency telegraphy), and systems
with D and E codes in which elementary parcels of 7. duration at one or different frequencies are transmitted seri-
al/parallel in time [5, 8—10 ].

When receiving binary signals at the resolver input, two random processes occur, and the decision procedure is
reduced to the problem of statistical hypothesis testing. It is necessary to determine which random process (of the com-
pared ones) has more energy on the observation interval. In this case, the decision-making procedure can be reduced to
comparing the difference signal value at the receiver output with a constant zero threshold. Hence, it is necessary to
compare at least two random processes (at the best case, a random process from the output of the receiver of discrete
signals at a slowly varying threshold is analyzed).

Statistical testing of hypotheses is reduced to the analysis of the mutual exceedance of two or more processes.
The analytical presentation of this problem is cumbersome, and it does not provide engineering solutions [1, 11-15].
Heuristic synthesis and computer-based statistical modeling enable to obtain significant engineering applications.

When receiving multiposition signals, the following can be simplified:

- their spectra S ( f);

- amplitude-frequency characteristics (AFC) of the filters of K (f) receivers (Fig. 1).

Fig. 1. Frequency response of filters

K@y s

A linear receiver of multiposition signals should have:

- common intermediate frequency amplifier (IFA),

- general decision making circuit (DMC).

Sets of separation filters (see Fig. 1) and amplitude detectors (AD) are also required. The analysis of such re-
ceivers shows [1] the following: the greater the number of m signal locations, the lower their immunity. Requirements
for the frequency response of filters (see Fig. 1) are quite rigid. AFC should not be overlapped to ensure frequency or-
thogonality. In this case, the noise at the filter outputs will be independent. There should be no overlapping regions be-
tween the AFC filters tuned to f; frequencies (see Fig. 1). The AFC form should have a flat area in the neighborhood of
the resonant frequency, so that the signal spectra are not distorted.

Some existing contradictions should be observed. Thus, narrowband filters limit the operating speed. In case of
signal depression and the Doppler effect, the degradation of quality and even failure of communication may occur.
Broadband filters lead to the interpenetration of the signals of the neighboring frequency channels, i.e. the orthogonality
is violated, and, accordingly, the reception quality decreases.

The procedures at the filter outputs of the adjacent channels in the signal detection and processing systems are
characterized by the statistical relationships that increase with extending the mutual overlapping of the signal spectra or
AFC filters. A detailed examination of the frequency-sharing procedure shows that we can speak of pairwise dependent
workflows in the frequency co-channels when processing multiposition signals in the case of the overlapping AFC fil-
ters. This is of particular importance when used to optimize the reception of multiposition signals of nonlinear or linear
logic procedures [1, 11-14].

Research Objective. Under conditions of considerable prior uncertainty, the signal frequency is known with
limited accuracy, and the range of variation of the elementary symbol durations can change up to a thousand times. Ad-
ditional requirement is real-time operation. For simplicity, we will restrict ourselves to the case of processing binary
signals.
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Decision algorithm synthesis. In papers [1, 11-13], some features of processing discrete signals under condi-
tions of a considerable prior uncertainty of the information about a symbol duration are considered. The problem can be
solved through the linear procedures by parallelism of the decision algorithm. The problem becomes more involved
through increasing the required accuracy and expanding the variation range of the elementary symbol duration.

Under such conditions, the use of the adaptive procedures requires significant amount of time to adapt; either it
is almost unrealizable due to high prior uncertainty. Let us analyze the possibilities of the heuristic synthesis of the al-
gorithm based on the statistical properties of the mutual exceedance of two or more random processes [1, 11-12].

Consider a broadband reception with integration or filtering after the detector, when AfHT >>1 (Afrl is fir is the
receiver bandwidth, 7 is the duration of the elementary symbol). In this case, the counts of the process at the resolver
output can be considered near-normally distributed. The expectation and dispersion of this process are determined by
the relations [4]:

AM[x] = Mx,] — M[x,], D[x] = D[x] + D[x;].

The probability of erroneous reception is calculated from the formula [1-3, 12]:

P=%[1—q>(a)].

2 P , N
Here @(a) = \/:I exp(—%)dx is Kramp function; o = is ratio of the constant component to
n 0

AM_ R
VD \[2v2A 1T IR

2
. . a . . . . .
the effective value of the variable; 4> = 97 is ratio of the signal element energy to the noise spectral density, where a
v

is the signal normalized amplitude, and V? is the noise spectral density.

When processing discrete signals under these conditions, only non-parametric decision algorithms can be used.
The statistical characteristics of emissions of random processes are interesting themselves: #; duration of the emissions
(exceedance), Ty duration of the intervals between emissions, &, values of emission maxima, etc. [3]. The optimization
decision algorithms can be based on one of the detailed characteristics, for example: the crossing threshold number dur-
ing the observation period, the duration of the threshold crossing intervals, etc. It is necessary to determine the informa-
tive features of such detailed characteristics of the mutual exceedance of random processes. Technically realizable en-
gineering metering data will optimize the algorithm for receiving and processing signals under the specified conditions.

In the context of energy, the greatest accuracy under the conditions of considerable prior uncertainty will be
ensured by the consideration of Sy; areas of mutual exceedance (within the energy limit). However, to implement it in
real time algorithmically and a fortiori technically is difficult.

The concept of emissions is a special case of the concept of mutual exceedance for two or more processes, in-
cluding random ones. When processing binary signals, the problem of analyzing the emissions of the difference process
with respect to the zero threshold is set. It is adequate to the task of analyzing the mutual exceedance of two envelope
processes in the signal processing channels [3, 11].

To optimize the decision-making problem in real time, it is advisable to simultaneously consider two or more
detailed characteristics of emissions, for example, the duration and exceedance value. The product of the duration by
the level (amplitude) of the exceedance is an evaluation of the exceedance area (considering the shape factor of the ex-
ceedance) [11].

We use two detailed characteristics.

1. g relative level of excess:

q =X; (t)/ X; (f), where X; (¢) and X; (¢) are the analyzed processes.

2. O relative duration of excess:

® =t / T, Where T is the correlation interval of the processes at the output of the linear part of the receiver
determined by its passband.

To consider these characteristics in combination is not so hard technically.

Joint consideration of these characteristics is relatively not difficult. CoBmecTHbII yueT yka3aHHBIX XapaKTepH-
CTHK TEXHUYECKU CPABHUTEIBHO HE TPYICH

At the same time, its reliability is close to the indicators obtained allowing for Sy areas of exceedance. Consid-
ering the meaning of the term “excess”, g should be greater than 1, therefore in a binary situation, when forming two-
parameter distributions, ¢ is determined by the relation [11]:
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)Cl_(t)§ X )= xz(t)§

g=10 M
x2 .
() ; X, (1) 2 x,(2).

This approach allows us to analyze the multiparameter distributions of mutual excesses of two or more random
processes.

To improve the quality of decision-making, it is necessary to reduce the total number of mutual exceedance of
processes. This follows from the analysis results of the two-dimensional laws of the mutual exceedance distribution of
the signal-noise mixture envelope and noise envelope [11]. It is necessary to transform the processes in such a way that,
without disturbing the likelihood ratio, to obtain the two-dimensional distribution forms, easily distinguished by the
resolver [12].

Both problems are solved using a modified combined addition algorithm [1, 11, 14]:

Xin () = [X1() — K Xon (0] 1[X1(2) — K X5 (9],
2)
Xon () = [X2() — K Xin(0)] 1[X>(0) — K X, (9],
where K is a coefficient taking values from 0 to 1; 1 [Z(f)] is a single step function, with 1 [Z(#)] =1 for Z(#) > 0 and 1
[Z (t)] = 0 for Z (¢) <0.

The spectra of the Xy () and X, (f) processes formed after processing by the algorithm (2) are extended. They
should be limited to the width of the spectra of the initial information processes X, () and X, (z).

The value of K determines the implemented modifications of the algorithm and devices of the combined addi-
tion. We are talking about the algorithm of mutual transformation, the method of combined addition, the cross-blocking
system [1, 11].

When K = 1, only the fact of the process exceedance is taken into account of all the detailed characteristics of
the exceedance. The auto-selection algorithm is implemented when the diversity technique is used [4], and the mutual
conversion — under decision making [11].

When K = 0.414, both the fact that one process is exceeded by another, and the level of ¢ excess are considered
[4]. The combined addition is implemented in the diversity reception. When 1 > K > 0, not only the fact of excess, but
also ¢ level of excess is taken into account. The modified method of combined addition is implemented under making
decision.

Linear-logical procedures implemented as a result of heuristic synthesis enable statistically to transform the
original random processes. When K = 1 in (2), auto-selection of processes is realized in time. Temporally continuous

processes (Fig. 2, a) turn into sequences of pulses with X" () and X\"(#) random amplitudes (Fig. 2, b and 2, c).
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1]
X3

Fig. 2. Combined addition at K=1

In Fig. 2, d, the difference processes are presented: Z = X; — X, without processing and Z" =x," — x," after
processing according to rule (2).
Density of probability distribution of X" () and X" (¢) processes:
W (x) = A3(x) + W, (0)F, (x) (3)
W, (x) = A,8(x) + W, (x)F, (x). “)
A, and A, coefficients are determined from the normalization condition:
A =1=[ W (OF, (x)dx, )
4y =1= [ W ()F (x)dx, (6)

where F(x) and F,(x) are cumulative distribution functions.
From the consideration of Fig. 2, a - 2, ¢, it follows that X" (z) and X!"(#) processes are equal to zero for

some time. Therefore, their " (x) and W."(x) probability distribution densities will contain O(x) delta functions

(Fig. 3).
W4 W s

Aabilx)

e ¥

a) b)
Fig. 3. Density of probability distribution of processes
Fig. 4 shows the probability distribution density of difference processes W (z) without processing according to

rule (2) (Fig. 4, @) and W,V(Z) after processing (Fig. 4, b). Here, A is the erasing zone of the resolver.

Machine building and machine science

389



http://vestnik.donstu.ru

390

Vestnik of Don State Technical University. 2018. Vol. 18, no. 4, pp. 385-391. ISSN 1992-5980 eISSN 1992-6006
Becmnuk [lonckozo zocyoapcmeennozo mexnuueckozo ynusepcumema. 2018. T. 18, Ne 4. C. 385-391. ISSN 1992-5980 eISSN 1992-6006

Wa WO 4

_

A 0 A "z A0 A
a) 6)

NV

Fig. 4. Density of probability distribution of Z(f), Z (¢) processes

In accordance with Fig. 2, b and 2, ¢, the processes after treatment according to rule (2) are impulsive. Their
spectra will be broader than the spectra of the source processes. Thus, processing according to rule (2) does not lead to
an increase in the quality of reception, but only improves the threshold properties [11-12, 16].

Their spectra will be broader than those of the source processes. Thus, processing according to rule (2) will not
lead to an increase in the reception quality, but it will only improve the threshold properties [11-12, 16].

A full treatment procedure includes two operations:

- linear-logical operation according to rule (2) (it is pertinently non-linear, since there appear components in
the spectrum that were not at the input);

- filtering.

Filtering considers the second parameter of ® exceedance — relative duration. The expanded spectra of pro-
cesses remain within the boundaries specified under the formation of X (f) and X,(¢) source processes (see Fig. 2, a).

Processing according to rule (2) can repeat depending on the variation range of the duration of the expected
signals and reception conditions [12]. In this case, the values of K parameter are different, they are always less than 1,
and increase in the subsequent processing cycles.

Problems of the automatic frequency control are solved more efficiently when using devices that implement
linear-logical processing [14, 17-18]. Locking and retention bands are extended by low-end techniques. Certain param-
eter stability of the automatic frequency control under the additive interference is provided.

Research Results. The results of studying the algorithm (2) in case when signals are dependent are beyond the
scope of this paper. However, the data already obtained have shown the algorithm efficiency up to the values of the
cross-correlation coefficients of p = 0.5-0.6 processes. This is in good agreement with the results of solving the tasks of
the diverted reception [2—4]. Algorithms of the modified combined addition of signals are effective both under the di-
versity technique, and in decision-making problems. Yet, the consideration of their implementation features is beyond
the scope of the paper.

Thus, the optimization of the decision-making procedure for processing discrete signals under conditions of
considerable prior uncertainty can be performed on the basis of non-parametric algorithms with the heuristic considera-
tion of the detailed characteristics of mutual exceedance of random processes. More detailed characteristics complicate
the algorithm. Still, it is this algorithm that provides greater invariance in terms of noise immunity under varying the
duration of the expected signals. The synthesized algorithms can be implemented in the form of additional processing
procedures on a computer, and technically — in the form of analog devices [14, 19].
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