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Introduction. 1t is shown that the digital twin (electronic pass-
port) of a CNC machine is developed as a cyber-physical sys-
tem. The work objective is to create neural network models to
determine the operation of a CNC machine, its performance
and dynamic stability under cutting.

Materials and Methods. The development of mathematical
models of machining processes using a sensor system and the
Industrial Internet of Things is considered. Machine learning
methods valid for the implementation of the above tasks are
evaluated. A neural network model of dynamic stability of the
cutting process is proposed, which enables to optimize the
machining process at the stage of work preparation. On the
basis of nonlinear dynamics approaches, the attractors of the
dynamic cutting system are reconstructed, and their fractal
dimensions are determined. Optimal characteristics of the
equipment are selected by input parameters and debugging of
the planned process based on digital twins.

Research Results. Using machine learning methods allowed us
to create and explore neural network models of technological
systems for cutting, and the software for their implementation.
The possibility of applying decision trees for the problem of
diagnosing and classifying malfunctions of CNC machines is
shown.

Discussion and Conclusions. In real production, the technolo-
gy of digital twins enables to optimize processing conditions
considering the technical and dynamic state of CNC machines.
This provides a highly accurate assessment of the production
capacity of the enterprise under the development of the pro-
duction program. In addition, equipment failures can be identi-
fied in real time on the basis of the intelligent analysis of the

distributed sensor system data.

" The research is done within the frame of independent R&D.

Beeoenue. B cTatbe mokazaHo, 4To H(pPOBOI JBOWHHK (dIIEK-
TpOHHBIH macropt) cranka ¢ UITY paspabareiBacTcs Kak KU-
Oepdusnueckas cucTema.

Llenp paGoTEl — co3maHne HEHPOCETEeBBIX Moeeil, onpese-
nsromux GyHKIHOHUpoBaHUe ctaHka ¢ UI1Y, ero mpoussoau-
TEJILHOCTh U TMHAMUYECKYIO YCTOHYMBOCTD IIPH PE3aHUH.
Mamepuanet u memoowi. PaccMaTpuBaroTCsi BOIIPOCH CO3/1a-
HUS MaTeMaTHYeCKUX MOJeNell MpoLecCOB MEXaHWYECKOU
00pabOTKH C HCIOJIB30BAaHUEM CHCTEMBI CEHCOPOB M IIPO-
MBIIUICHHOTO HHTepHeTa Bemiel. OIeHeHb MEeTO/bl MAallHH-
HOTO OOy4YeHWs, MOAXOMSAINNE Ul peajn3allii Ha3BaHHBIX
3anau. IlpennosxeHa HeipocereBas MoJenb AWHAMUYECKOU
YCTOHYMBOCTH MpOIEcCa Pe3aHMsi, MO3BOJIIONIAS ONTHMHU3H-
pOBaTh MPOIECC MEXaHMYEeCKOH 00pabOTKU Ha JTare TeXHOJIO-
TUYECKON MOArOTOBKU Mpou3BozacTBa. Ha ocHoBe moaxomoB
HEJIMHEWHOI AMHAMHKH PEKOHCTPYHPOBAHBI aTTPAKTOPHI M-
HAMHIYECKOH CHCTEMBI PE3aHMSI U ONpEIeNIeHB UX (hpaKTaib-
HBIE pa3MepHOCTH. BBIOpaHbI oNTHMalbHBIE XapaKTEPUCTUKH
000pyIOBaHUs 1O BXOTHBIM MapaMeTpaM M OTJIAJIKe ITaHUpPY-
€MOT0 TEXHOJIOTHIECKOTO MPOIlecca Ha OCHOBE NH(POBBIX
JIBOMHUKOB.

Pesynomamer uccredosanuii. Mcnons3oBaHne METOJOB Ma-
MIMHHOTO OOy4eHWs II03BOJIMJIO CO3JaTh M HCCIIENOBAThH
HEWpPOCeTeBbIE MOJIENH TEXHOIOTHYECKUX CHCTEM 00pabOTKH
pe3aHueM M MPOrpaMMHOE OOeCTIeueHHE ISl X Peai3aliu.
[TokazaHa BO3MOYKHOCTb IPUMEHEHHUS JIEPEBbEB PEIICHUH U1
3aJa4d JUATHOCTUKH M KIacCH(UKAMH HEHCIPaBHOCTEH
crankos ¢ YITY.

Obcyaicoenue u 3axnoyenus. B peaTbHOM MPOM3BOJICTBE TEX-

HOJIOTHS IM(POBBIX ABOWHHUKOB MO3BOJSET ONTHMH3MPOBATH
PEeXKHUMBI 00PaOOTKH C YIETOM TEXHUYECKOTO M IMHAMHYECKO-
ro cocrossHUs cTaHkoB ¢ YITY. D10 obecreumBaeT BBICOKO-
TOYHYIO OLICHKY MPOM3BOACTBEHHBIX MOIIHOCTEHl Mpearnpus-
THS TIPU COCTaBJIEHUH POM3BOJCTBEHHOI NporpamMmel. Kpome
TOTO, HA OCHOBE MHTEIUICKTYaJbHOTO aHAIN3a JaHHBIX CHUCTE-
MBI PacIIpe/IeJICHHBIX CEHCOPOB MOXHO BBISIBUTH HEHCIIPABHO-

CTHU 060py[1013aH1/m B pEKUME PC€aJIbHOI'O BPpEMCHU.
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Introduction. The single core control platform proposed in [1] serves as the basis for the development of a
new generation of the processing equipment control systems, and it also provides improvement of the numerical control
systems (CNC) for digital productions. Open CNC systems of machines with long-lived computational resources and
high speed processing of a large database (DB), embedded neural processor modules and communication modules with
industrial Internet can be such a platform. In the latter case, we are talking about the applicability of cloud technologies
for processing large amounts of data on enterprise servers (local networks) and providers. All this will create the basis
of intelligent control for a wide range of the CNC process equipment.

Since the nineties of the 20th century [2], the authors of the presented research have been developing software
products for intelligent control of the processing equipment. In particular, the criteria were proposed for evaluating the
dynamic stability of the cutting process, based on the methods of nonlinear dynamics and fractal analysis of the vi-
broacoustic emission (VAE) signals. The authors have created a single platform for enhancing various technological
equipment with CNC systems. It is implemented through embedding high-performance computing modules and deep
learning of artificial neural networks into the CNC systems using CUDA nVidia technologies. In the framework of this
work, the CNC process equipment accomplished with sensors is studied. It applies cloud technologies for collecting
and processing information using the developed techniques. Such systems will be considered as cyber-physical ones [3].

It is assumed that the platform developed by the authors will become the basis for digitalization at all levels of
the enterprise. To this end, it should not only analyze the data of equipment, systems, and devices, but also use the in-
formation obtained in this way to reduce time on market launch of new products, to increase production flexibility,
product quality and efficiency of production processes.

Digital twin is a new word in the modeling of equipment, processes and production planning [3]. This is a set
of mathematical models that describe reliably the processes and interrelationships on a single object and within an entire
production enterprise using big data analysis and machine learning.

The leader in the application of digital twins is Siemens [3]. According to its definition, a digital twin is an en-
semble of mathematical models. They characterize various equipment conditions, production and business processes
over time, in accordance with current production conditions. Neural network circuits hold a specific place among such
mathematical models; i.e. a neural network model of a process or product is its digital twin [2].

The base unit of the digital production is a cyber-physical system (CPS) [1]. Its high adaptive and intellectual
capabilities are due to the following features:

- associated perception of information,

- ongoing training

- assessment of the current condition and forecasting of the future one.

CPS is able to analyze multidimensional data considering even hidden factors of the real production. Based on
this data, it can autonomously solve optimization problems and make right decisions. Therefore, CPS is the key element
in creating a digital twin. In this case, the following is meant by the digital twin:

- a set of mathematical models that characterize various equipment conditions, production processes over time,
according to the current production conditions;

- detailed 3D assembly object models, reflecting connections and interactions between nodes.

From this point of view, a digital twin can be considered as a digital identity of the CPS, an electronic passport,

which records all the data on the materials being processed, the performed technological operations, and testing.
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Currently, digital twins are mainly created for commercial purposes. They operate successfully in the oil and
gas industry. At the same time, there is no data on the twins of the equipment of machining industries based on CPS in
the literature.

Digital twins based on CPS can be obtained through the following:

- traditional analytical approaches based on the mathematical description of physical processes;

- modern statistical methods including machine learning.

Materials and Methods. Machine learning methods used to build statistical models can be divided into three

groups: regression analysis models, classification models, and outlier detection models [4-6] (Table 1).

Table 1
Basic Machine Learning Methods
Regression analysis Classification Outlier detection
Linear regression Logistic regression Support vector method
Bayesian regression Decision Trees Forest Principal component analysis
Decision Trees Forest Decision Jungles K-means
Decision Trees Decision Trees Neural networks
Quantile Fast Forest Regression Support vector method Kohonen self-organizing maps
Neural networks Bayes point machine
Poisson regression One-vs-All
Ordinal regression Neural networks

The selection of the machine learning method depends on the size, quality and nature of the data, as well as on
the type of tasks to be solved. The existing methods require different computational performance, and they have varying
degrees of accuracy. Mostly, they are evaluated by the possibility to achieve accurate approximation of the data and to
identify the boundaries in the data space. The method of artificial neural networks (ANN) is the most universal and ac-
curate one, it enables to operate a large amount of data and to build non-linear dependences. Neural networks use a
large number of settings, which opens up possibilities for creating highly accurate models of processes operating in the
regression analysis, classification, and outlier detection modes.

The basic method for analyzing model quality is cross-validation. It allows for evaluating the statistical quality
of the source data through constructing and comparing several models obtained from different training and verification
samples. When building models of complex objects and systems, it is required to reduce the data dimensionality and
eliminate the effect of multicollinearity of variables. The solution to such problems is possible due to the application of
the principal component method, which represents multidimensional data in the form of a limited number of compo-
nents. Such a generalized approach can be applied to eliminate retraining of models. The basic methods of machine
learning are presented in Table 1.

To improve the quality of the model, bagging and boosting algorithms are used. It is about building not one
model, but a set of models solving the same task. The result of this work is a kind of integral assessment of the probabil-
ity of some event. This assessment can be presented as a synergistic result of a set of models, each of which individually
performs poorly. Thus, a digital twin can be a set of statistical models that use various combinations of the machine
learning methods and have passed through various stages of verification and improvement.

So, in general, a digital twin based on the CPS is a multifactor model of the equipment [1], which includes an
ensemble of electronic (i.e., neural network) models. In this case, the following neural networks will be decisive: those
of dynamic stability of the cutting process, of cutting forces, and of the machined surface roughness. Cutting forces
cause elastic pressing in the “tool - workpiece” system, which specifies errors in shape and size.

To solve this problem, a complex of statistical models was developed using machine learning methods. The re-
sulting models are the basis for the digital twin of the CNC lathes. They provide solving the regression analysis prob-
lems to predict the dynamics of the cutting process under various machining conditions, roughness of the machined
surface, and cutting forces. In addition, these models help to solve the classification problems for evaluating the ma-

chine current condition. A process diagram of creating a digital twin is shown in Fig. 1.
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Development of equipment digital twin using machine
learning methods and cloud technologies

CNC lathes Industrial Internet of Things ; "\
/" 4

v

.
1)

\  Sensor system \. Edge preprocessor

Fig.1. Process diagram of creating a digital twin of CNC machine

Consider in more detail the neural network model of the cutting process dynamics. The training set was ob-
tained on the basis of telemetry data collected under machining through the distributed sensor system of the VAE sig-
nal, dynamometer, and Industrial Internet of Things technology (IloT). The number of sensors, their type and spatial
orientation were determined in accordance with the equipment layout. The presence of a large number of sensors with
different spatial orientation in the system is explained by the heterogeneity of materials and structures, the signal propa-
gation features, as well as the possibility of restructuring the oscillatory system under operation. Hence, the application
of a heterogeneous sensor system could obtain the most complete dynamic picture of the processes in the n-dimensional
“state — time” space. The standard TCP/IP protocol and JSON (JavaScript Object Notation) were used as the data trans-
ceiving protocol within the IIoT network.

Analog and digital band pass filters, as well as wavelet filters, were used for the signal preprocessing. The ap-
plication of wavelet filters provided:

- elimination of the noise term impact in the VAE signals;

- identification of periodic and chaotic components based on the entropy factors.

Data pre-processing has been performed on an “edge” device (Edge), which calculates the values of the VAE
signal parameters and forms data packets for pushing them to the virtual cloud storage. The development of mathemati-
cal models based on the machine learning methods requires structuring and data separation. However, considering the
IIoT technology aspects, the construction of relational DB is not always possible; therefore, an approach based on
NoSQL technologies was applied. For this, data storage and processing were implemented on a virtual server that simu-
lates the operation of a computing cluster. A special distributed, scalable file system was deployed on this server.

Freeware utilities, libraries and the Hadoop project frameworks (one of the most successful and common big
data technologies) were used as a basis. In particular, the Hadoop Common software shell manages the HDFS distribut-
ed file system and the HBase database [4]. To perform the distributed computing and processing of large volumes of
data, MapReduce was used, which provides automatic parallelization and distribution of tasks on a cluster. nVidia
CUDA graphics processors were used to speed up the training of neural network models.

Research Results. A recurrent INS with the sigmoidal neuron activation function was selected to create a sta-
tistical model of the cutting dynamics. The data obtained under the industrial equipment operation was used as a train-
ing set. During training, the backpropagation algorithm was used. At the end of the learning process, the model obtained
was verified on the basis of the mean square derivation values. Fig. 2 shows the monotonous decrease of error. Moreo-

ver, its distribution is normal, and it is near zero value, which implies good quality of the model obtained.
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Fig. 2. Assessment of model quality obtained: diagram of training error distribution (a); dependence of root-mean-square

error on learning iteration (b)

The ANN obtained (Fig. 3) consists of 17 input neurons that acquire information on processing conditions and
on the previous dynamic condition.

Machine building and machine science

N
\O



http://vestnik.donstu.ru

o

Vestnik of Don State Technical University. 2019. Vol. 19, no. 1, pp. 45-55. ISSN 1992-5980 eISSN 1992-6006
Becmuuxk /lonckozo zocyoapcmeennozo mexnuyeckozo ynusepcumema. 2019. T. 19, Ne 1. C. 45-55. ISSN 1992-5980 eISSN 1992-6006

Advance Sp, rpm

Cutting speed v, m/min

Cut thickness b, mm

Cut width a, mm

Tool position — axis Z, mm

Tool position — axis X, mm

Tool position — axis Y, mm

Face angle y°

Main rear angle o’

Plan approach angle ¢° deg
Minor cutting edge angle ¢°;, deg
. . Frequency spectrum
Top radius 7b, mm
Tool overhang /, mm

IRM type
Coating type
Type of lubricant coolants -
Wear flat ff mm Amplitude
Workholding method Fractal dimension
Workpiece section class Frequency spectrum
Work material type Upper Lyapunov exponent

Surface hardness, HB
Amplitude (n-1)

Fractal dimension (n-1)

Upper Lyapunov exponent (n-1)
Frequency spectrum (n-1)

Fig. 3. Neural network model of dynamic stability of cutting process

The output layer of neurons gives information on the dynamic state of the cutting system. The hidden layer is
formed by 38 neurons. This ANN is able to simulate the cutting system dynamics for various machining conditions at

given instants.
To assess the adequacy of the neural network model, a simulation of the machining process was carried out at a

CNC turning center. A shaft of stainless 12X18H10T steel fixed on both sides in the center, as shown in Fig. 4, a, was
used as the workpiece.
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Fig. 4. Neural network simulation results:
treatment scheme (a), prototype cutting process (b), real-world cutting process (c), cutting process after optimization (d)

The modes were defined in accordance with the production standards for machining parts of this type on a
CNC lathe. The simulation of the tool motion relative to the workpiece was provided by a variable on the ANN input
layer responsible for the machine support position along Z axis. This variable spacing was 0.01 mm at the distance from
0 to 350 mm. Thus, the dynamic state of the cutting system was obtained for 35 thousand tool positions on Z axis. The
recorded dynamic states are reflected in the corresponding spectrogram (see Fig. 4, b): there are two dominant self-
oscillation frequencies (3.5 kHz and 6.5 kHz) and two phase transitions.

To confirm the simulation results, a full-scale experiment was carried out with similar processing conditions
and recording of the VAE signal. According to the experimental data obtained, a spectrogram of the machining process
was constructed (see Fig. 4, ¢). It also shows two dominant frequencies in the 3.5 kHz and 6.5 kHz areas and two phase
transitions. As a result, the simulation error in different machining areas was from 3% to 7%. As can be seen from Fig.
4, the proposed production standards do not allow obtaining a product of a given quality. This may be the cause of de-
fects, and, considering the workpiece runout, — of tool breakage.

The use of the above-mentioned norms leads to an inadequate assessment of the plant capacity and, according-
ly, to a poor-quality formation of the production program. Removal of this disadvantage at the design-engineering stage
is fraught with additional time and financial expenditures. Therefore, the modes factored in the norms of production are
adjusted. For this, the optimal values of the technological conditions vector are calculated using the ANN and the gradi-
ent descent method. Objective optimization functions were the VAE signal amplitudes, fractal dimension and infor-
mation entropy, which should tend to a minimum. The processing speed and the bevel value on the face surface were
selected as optimization parameters. Upon completion of the optimization process, new treatment modes were obtained:
V=90 m/min; S = 0.1 mm/rev; fy = 0.2 mm.

These modes were also evaluated according to the results of a full-scale experiment with recording and pro-
cessing the VAE signal. As can be seen from Fig. 4, d, optimization of the processing conditions made it possible to
increase the dynamic stability of the cutting process through reducing the amplitude of self-oscillations by half, and the
fractal dimension (Df'= 1.1). Hence, the dynamic machining quality was improved without loss of productivity.

In a similar way, models were obtained for predicting the roughness values of the machined surface and cutting
forces. Cutting forces determine the processing accuracy, causing an elastic pressing of the part and tool, and, conse-
quently, the part shape error. These neural network models are multilayered artificial neural feedforward networks (Fig.
5).

12.5 Normal condition
| /
/
10
2z
7
5 75
<
g
Z 5 Tool wear
O /
= )
.8 / .
a 25 / Abnormal condition
/
0
2 4 6
VAE signal amplitude, mV (As_1 Sensor)
a)

Machine building and machine science

9]
—



http://vestnik.donstu.ru

Vestnik of Don State Technical University. 2019. Vol. 19, no. 1, pp. 45-55. ISSN 1992-5980 eISSN 1992-6006
Becmuux /lonckozo 2ocyoapcmeennozo mexuuueckozo ynugepcumema. 2019. T. 19, Ne 1. C. 45-55. ISSN 1992-5980 eISSN 1992-6006

12.5 Normal condition
10 |
2
RZ
o
3 7.5
o)
.S
2 5
E Tool wear
Z
[
25 /
Abnormal condition
1 /
2 4 6
VAE signal amplitude, mV (As_3 Sensor)
b)
12.51 Normal condition
h /
10
a
87
5
< 75
o
.2
=
2 5
= Tool wear
i /
2.5 Abnormal condition
0
2 4 6
VAE signal amplitude, mV (As_3 Sensor)
c)

Fig. 5. Distribution of amplitude values of sensor signal: As 1 (a), As_2 (b), As_3 (¢)

Neural network models as part of the digital twin are applicable not only under real production conditions, but
also when choosing and justifying the purchase of equipment. At this stage, it is possible to select the optimal character-
istics of the equipment and debug the planned process on digital twins.

To assess the current condition of the equipment, a classification model was developed using decision trees [5].
Values of the VAE signal amplitude at different points of time from three sensors located on the tool (As 1), at the
front spindle support (As_3) and at the rear center (As_2) were selected as attributes for decision-making. Three condi-
tions were used as classes: Normal, Tool wear, and Abnormal. Any condition, when the quality of the treated surface
and the operation of the equipment were unsatisfactory, was implied as abnormal. The criterion for tool wear was con-
sidered bevel on the rear surface (2 = 0.15 mm). Upon receiving the learning sample, an exploratory data analysis was
performed.

Fig. 5 shows the correspondence of the distribution of the VAE signal amplitude values of the As 1 sensor to
the three groups of conditions. The data obtained from this sensor differentiates well the normal condition and tool
wear. However, the values corresponding to the abnormal condition have intersections with data from the other groups.
Therefore, the information from the As_1 sensor cannot be used with high accuracy to classify conditions.

Fig. 5, b, characterizes the distribution of signal amplitude values from the As 2 sensor. The data obtained

have low information value due to two shortcomings:
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- intersections of the values of the abnormal condition group with other classes;

- weak differentiation of the normal condition and tool wear (this is due to their close location).

Fig. 5, ¢, shows the distribution of signal amplitude values from the As 3 sensor. The information from this
sensor identifies well the values of the abnormal condition, while there are no intersections of the values of all classes of
conditions. Thus, the exploratory data analysis enables to draw a conclusion on the possibility of obtaining a statistical
model for the classification of the CNC machine condition.

The CART algorithm was used to train the model [3]. It divides the data into specific subsets at different lev-
els. The objective minimization function of informational entropy is used as a separation criterion. Hence, each new
level has a more specific content of attributes. A set of all levels obtained is represented as a hierarchical tree structure
consisting of nodes and branches, and the branching conforms to the standard logical rules.

From the entire set of attributes, a value of the division condition for the root node is chosen, which better min-
imizes the informational entropy values. Then, branches are built from each node received, and a similar division into
new nodes takes place. Such branching may continue until all values of the training sample are classified. In general,
such a tree will represent a complex branched structure that ideally classifies the current sample. However, it may show
very low accuracy when working with new data. Therefore, it is necessary to optimize the tree size. It can be carried out
using a cross-validation, on the basis of which several candidate trees are built, and, in total, the tree that showed the
best result is selected. Alongside with this, pruning is performed until this procedure increases dramatically the error.

Fig. 6 shows the model obtained for classifying the equipment condition based on the readings of the VAE

sensors using a decision tree.

Abnormal
34 32 33
100%

Tool wear
00 49 51
66%

Fig. 6. Decision tree for classifying equipment condition

The first condition chosen is the VAE signal amplitude readings from the As 3 sensor. If the VAE amplitude is
greater than or equal to 2.3, then the condition is uniquely abnormal. This judgment is supported by the exploratory data
analysis. In the contrary case, the subsequent splitting occurs, and the data from the As_1 sensor determines the classifi-
cation. If the VAE amplitude of the As_1 sensor is less than 2.1, the condition is considered normal; if it is more, then
we are talking about the tool wear.

As can be seen from Fig. 6, the decision-making does not take into account readings of the As 2 sensor. Low

information content of the signal from this sensor was also detected under the exploratory analysis.
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High accuracy of the determination of the abnormal operation mode based on the analysis of the signal from
the As 3 sensor may be related to the place of its installation (front spindle support). Most likely, the dynamic processes
in the spindle assembly caused this condition, which also affected the machining quality. On considering the nonlinear
processes of oscillations dispersion in the elastic machine system, this information reached other sensors in already
heavily distorted form.

At this, the As_1 sensor mounted on the tool specifies its wear with high accuracy. This can be explained by
the dominant role of the cutter in the general oscillatory system.

The As 2 sensor mounted on the rear center records information for classifying the condition with the least ef-
ficiency. This can be explained by the distance of As_2 from the main dynamic processes.

Hence, the described method can be applied not only to the task of classifying the equipment condition, but to
the determination of the optimal number of sensors and their locations. However, it is necessary to consider the possi-
bility of restructuring dynamic processes in the cutting system when changing processing conditions and natural tear
wear of machine parts.

Discussion and Conclusions. The use of digital equipment twins under manufacturing planning reveals bot-
tlenecks in the technological operations, improves product quality, and reduces tool breakage and equipment failure
risks. Digital twins can optimize the processing modes taking into account the technical and dynamic condition of each
production unit. This approach provides a highly accurate assessment of the production facilities under the development
of the production program. Besides that, real-time equipment faults are detected through the intelligent data analysis of

the distributed sensor system.

References

1. Kabaldin, Yu.G., et al. Iskusstvennyy intellekt i kiberfizicheskie mekhanoobrabatyvayushchie sistemy v
tsifrovom proizvodstve. [Artificial intelligence and cyber-physical processing systems in digital manufacturing.] Nizhny
Novgorod: NNSTU Publ. House, 2018, 271 p. (in Russian).

2. Kabaldin, Yu.G., et al. Organizatsiya i upravlenie mekhanoobrabatyvayushchim tsifrovym proizvodstvom.
[Organization and management of digital machining production.] Vestnik Mashinostroeniya, 2018, no. 11, pp. 19-27 (in
Russian).

3. Kabaldin, Yu.G., Bilenko, S.V., Sery, S.V. Upravlenie dinamicheskimi protsessami v tekhnologicheskikh
sistemakh mekhanoobrabotki na osnove iskusstvennogo intellekta. [Dynamic processes control in technological machin-
ing systems based on artificial intelligence.] Komsomolsk-on-Amur: KoASTU Publ. House, 2003, 201 p. (in Russian).

4 Frankel, A., Larsson, J. Est' sposob luchshe: tsifrovoy dvoynik povysit effektivnost' protsessov kon-
struktorsko-tekhnologicheskogo proektirovaniya i proizvodstva. [There is a better way: a digital twin will increase the
efficiency of design and engineering.] CAD/CAM/CAE Observer, 2016, no. 3, pp. 36—40 (in Russian).

5.Shitikov, V.K., Mastitskiy, S.E. Klassifikatsiya, regressiya i drugie algoritmy Data Mining s ispol'zovaniem
R.  [Classification, regression and other Data  Mining algorithms wusing R.] Available at:
http://www.ievbras.ru/ecostat/Kiril/R/DM/DM_R.pdf (accessed: 14.02.19) (in Russian).

6.White, T. Hadoop. Podrobnoe rukovodstvo. [Hadoop. The Definite Guide.] St.Petersburg: Piter, 2013, 672 p.

(in Russian).

Received 21.01.2019
Submitted 22.01.2019
Scheduled in the issue 15.02.2019



