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Introduction. The estimation of efficiency of methods and
algorithms for solving optimization problems with a vector
criterion and a set of nonlinear constraints is considered. The
approach that allows proceeding to an optimization problem
with a single objective function (i.e., an unconditional optimi-
zation problem) after equivalent transformations is described.
However, the objective function obtained in this way has
properties (nonlinearity, multimodality, ravine, high dimen-
sion) that do not allow classical methods to be used to solve it.
The presented work objective is to develop hybrid methods,
based on combinations of the algorithms inspired by wildlife
with other approaches (gravitational and gradient) for the solu-
tion to this problem.

Materials and Methods. New methods to solve the specified
problem are developed. A computer experiment was conduct-
ed on a number of test functions; its analysis was performed,
showing the efficiency of various combinations on various
functions.

Research Results. The efficiency of hybrid algorithms that
combine the following approaches is evaluated: genetic and
immune; methods of swarm intelligence and genetic and im-
mune; immune and swarm with gravity and gradient.
Discussion and Conclusions. The hybrid algorithms in optimi-
zation problems are studied. In particular, decisions can be
made on their basis under the management of compound ob-
jects in the military and industrial sectors, in the creation of
innovative projects related to the digital economy. It is estab-
lished that the type of the objective function affects the result

much more than the combination of algorithms.

Beeoenue. CtaTbs NOCBSIIEHA OLEHKE dPPEKTUBHOCTH METO-
JIOB U aITOPUTMOB PEUICHHs ONTUMHU3ANNOHHBIX 33714 C BEK-
TOPHBIM KPUTEPHUEM U CHCTEMOH HENMHEHHBIX OrpaHHYCHHH.
OmnucaH MOAXOM, TMO3BOJISIOIIUN TOCTE MPOBEICHUS SKBHBA-
JICHTHBIX TIpeoOpa3OBaHUil IEpeHTH K ONTHMH3AI[OHHON
3ajaye ¢ OMHOM HeneBod QyHKuuei (T. e. kK 3amade O6e3ycIoB-
HOM onruMuzanyuu). OIHAKO HONydeHHash TaKHM CII0COO0M
neneBass (QYHKIHA o00JagaeT CBOWCTBAMH (HEIHHEHHOCTS,
MYJIBTUMOIAIBHOCTb, OBPAKHOCTH, OOJNBIIAst Pa3MEPHOCTH),
HE MMO3BOJIIONIMMH HCIIOJIb30BaTh IS €€ PeIIeHHs KiIaccuyie-
CKHE METO/BL.

Llenp mpencTaBIeHHOTO HCCIEIOBaHUS — pa3paboTaTh Uit
pelIeHus JaHHOH 3a71a4n THOPUIHBIE METObI, OCHOBAaHHBIC Ha
KOMOWHAIMAX alTOPUTMOB, MHCIHMPHUPOBAHHBIX >KHBOH IpH-
pOmOiA, C IPYyrMMH NMOAXOAaMH (TPaBUTALMOHHBIM W Tpaju-
CHTHBIM).

Mamepuanvr u memoousl. Co3iaHbl HOBbIE METOIBI JUIS Pellie-
HUSl yKa3aHHOW 3aaauu. [IpoBeneH KOMIBIOTEPHBIH dKCIIEpU-
MEHT Ha psA€ TECTOBBIX (YHKIMI{, BBINOJIHEH €ro aHalus,
MOKa3bIBAIOINIT 3P PEKTHBHOCTE Pa3NNYHBIX KOMOMHAIMI Ha
Pa3THYHBIX (QYHKIUX.

Pesynomamor uccnedosanus. OueHeHa 3GQGEKTUBHOCTh T'H-
OpHIHBIX aJITOPUTMOB, KOTOpbIE KOMOWHHPYIOT CIIEIYIOIIUe
IoaXoabI: TEHETUYECKUH C UMMYHHBIM; METObI POE€BOTO HNH-
TEJJICKTa C TIC€HETHUYCCKMMU U HMMYHHBIMHU; UMMYHHBIE U
POEBBIE C TPABUTAI[MOHHBIM U T'PaHEeHTHBIM.

Obcyarcoenue u 3axmovenue. VI3ydeHbl BOSMOXKHOCTH THOpU-
HBIX aJITOPUTMOB B ONITHMH3AIMOHHBIX 3aa4ax. B wactHOCTH,
Ha UX OCHOBE MOT'YT IIPUHUMATBHCS PCIICHUS IPU YIIPABJICHUN
CJIOXHBIMH 00BEKTaMHU B BOGHHOHN M IIPOMBIIIICHHOH ciepax,
IIPU CO3aHWH MHHOBAIMOHHBIX IIPOEKTOB, CBSI3aHHBIX C IH(-
POBOH 3KOHOMHUKOH. YCTaHOBIIEHO, 4TO BUJ LieJIeBOIl (YHK-
I[X BIUSIET HA Pe3yJbTaT ropas3o Ooyiee CyIIECTBEHHO, UYeM
KOMOMHAIIHS aITOPUTMOB.
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Introduction. A general optimization problem is multicriteria with a number of restrictions in the form of
equations and inequalities. To solve a multicriteria task, the following types of algorithms are used:

- a posteriori (sequential assignment algorithms);

- aprior;

- sensing;

- adaptive;

- approximation algorithms based on estimated accuracy of Pareto frontier.

The listed approaches enable to narrow down the initial set of feasible solutions to one or several points [1, 2].

Let us identify the features of the methods mentioned above. The use of a posteriori, aprior, and adaptive algo-
rithms reduces the initial problem with a vector criterion to the problem with a single objective function, which can be
solved through bioinspired algorithms or their combinations. The sensing method requires a lot of computational re-
sources. The approximation approach is characterized by high efficiency, which is due to the possibility of parallelizing
the computational process [2].

The solution to the unconditional optimization problem is based on one of two algorithms: penalty functions and
(or) sliding tolerance. Both of these approaches are well represented in [2] and [3]. The task is to find the global opti-
mum of the unconstrained function.

Note features of the objective function which helps to describe a large class of technical and economic problems.
The objective function is often non-linear, in most cases it is not differentiable, not unimodal, and it has a complex to-
pology of the tolerance region. Therefore, to find the global optimum of the presented problem, the authors of this paper
have created hybrid algorithms. At this, pairs can combine:

- two bioinspired algorithms;
- a bioinspired and a classical algorithms;
- a bioinspired algorithm and one based on physical laws.

Thus, a hybrid based on Fourier series and a firefly algorithm was proposed in [4]. In [5], gradient and immune al-
gorithms are combined, and in [6], swarm and gravity algorithms are paired. The combination of genetic and swarm
approaches [7, 8, 9] was also considered for solving various optimization problems with an objective function (includ-
ing the problems of learning neural networks of various topology).

The efficiency criterion of the bioinspired algorithm should be considered the number of iterations (steps) at
which:

- the algorithm finds a result close enough to the optimum,

- the number of steps (time) is acceptable,

- the required accuracy of the algorithm is provided.

Materials and Methods. The combinations of bioinspired algorithms developed by the authors [4—10] were
tested on Rosenbrock, Rastrigin, Griewank, and Schwefel [2] functions. It should be noted that the combinations rein-
forced the advantages of each algorithm of the pair and leveled their shortcomings. For each function, the hybrid
showed the best performance and accuracy compared to single algorithms. However, the hybrids that produced the most
effective result on one test function work much more poorly with other test functions. This observation leads to the fol-
lowing conclusion: the efficiency of bioinspired algorithms and their combinations with other algorithms depends much
more on the objective function than on the features of the combination of algorithms. The same conclusion can be
drawn from the NFL theorem (short for “no free lunch”) [11].

Consider that it is necessary to find the global optimum of some function that has the properties described
above. There is a bank of bioinspired algorithms and (or) their combinations. And there is a bank with an objective
function that does not have the unimodality property, with a large number of variables and parameters. What algorithm
can solve the optimization problem for this function as smoothly as possible? For what types of functions will this algo-
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rithm show the best result, and for which of them will it be inappropriate? It is obvious that it is impossible to develop
such an algorithm. Algorithms may perform well on one function and be completely unacceptable for other functions.

Concerning the structure of bioinspired algorithms, it should be noted that a large number of empirical parame-
ters used by them does not enable to evaluate the efficiency of such algorithms and their combinations in advance. (The
opposite example is deterministic algorithms that successfully solve problems with linear, quadratic, strictly convex,
unimodal functions).

For alternative estimates of bioinspired algorithms, public libraries with test problems are used, which allow
comparing the known and new algorithms and their combinations [11, 12]. Sobolev Institute of Mathematics is one of
the largest collections of test problems [12]. It presents various approaches to solving complex NP-complete optimiza-
tion problems considering estimates of computational complexity. Among other libraries, narrow-focus ones can be
noted: an open-source library for GAlib genetic algorithms [13]; libraries for building EAlib [14], Perl [15] evolutionary
algorithms, and Java frameworks [16].

Research Results. The study on the features of genetic and population algorithms, performed by the authors,
makes it possible to define the following advantages and disadvantages.

Genetic algorithms (GA) are based on the identity of the behavior principles of biological and technical sys-
tems. The GA use the principle of choosing the best decisions from the population available, which allows us to find the
optimal solution to the problem. These algorithms give good diversity, as far as the information on solution point sets is
processed in parallel. In these points, the optimum is based on the application of the objective function, and not on its
various increments.

Ant colony optimizations simulate the principles of vital activity of the ant colony. There, the principle of au-
tonomous functioning of each agent is combined with the activities of the colony as a whole, which allows solving ra-
ther complex optimization problems. The combination of ant colony algorithms with local search algorithms enables to
quickly find the starting points of the optimum search. Such algorithms give the best results for large-scale problems. In
terms of efficiency, they are very close to the problem-oriented and metaheuristic algorithms. This approach has shown
good results in solving various practical tasks, for example, problems of traveling salesman, of optimal design of elec-
tronics, etc. Due to the possibility of using adjustable parameters, ant colony algorithms are applied in solving distribu-
tion and transport problems.

The following positive features of ant colony algorithms should be noted:

- for some tasks, they provide a more efficient solution than genetic ones or algorithms based on neural net-
works;

- the genetic algorithm stores information only about the previous generation, whereas ant algorithms store in-
formation about the entire colony, which is more efficient;

- random routing in the ant colony algorithm enables to exclude non-optimal initial solutions;

- the selection of parameters responsible for changing the optimization step enables to successfully use this al-
gorithm in dynamic applications.

The disadvantages of ant colony algorithms include the following:

- theoretical analysis is difficult due to a sequence of random decisions, which is caused by changes in proba-
bility distributions during iterations;

- the algorithm convergence time cannot be predetermined, and to solve this problem, the ant algorithm is sup-
plemented by local search methods;

- free parameters for work adjustment under solving a specific task are determined only experimentally.

When identifying extremes for composite multidimensional nonmonotonic functions, the swarm algorithms
with equal probability determine the optimal element (an element with given properties) at any iteration. These algo-
rithms are effectively used to optimize nonmonotonic functions in NP-complete problems, including distribution and
transport ones. They are searching the only optimal element that determines the extremum (or sets of such elements).
The swarm algorithm implements a search in the neighborhood of the best and selected sites in parallel. At this, it does
not have any of the drawbacks of evolutionary methods, for example, it does not require a significant amount of
memory to store a population of solutions.

Discussion and Conclusion. Analysis of the known hybrid algorithms has shown the following. One combina-
tion can give a good result on some test function (for example, Rosenbrock), but this hybrid will be significantly less
efficient than other combinations on the other function. Hence, it is fair to say that the type of the objective function has
much more significant impact on the result than a combination of algorithms. Therefore, the study of the form and type
of the objective function enables to select the best combination.

Information technology, computer science, and management

o
(O8]



http://vestnik.donstu.ru

o g
AN

Vestnik of Don State Technical University. 2019. Vol. 19, no. 1, pp. 81-85. ISSN 1992-5980 eISSN 1992-6006
Becmmnuk /lonckozo zocyoapcmeennozo mexnuueckozo ynueepcumema. 2019. T. 19, N 1. C. 81-85. ISSN 1992-5980 eISSN 1992-6006

References

1. Podinovskiy, V.V., Nogin, V.D. Pareto-optimal'nye resheniya zadach. [Pareto optimal problem solving.]
Moscow: Fizmatlit, 2007, 255 p. (in Russian).

2. Karpenko, A.P. Sovremennye algoritmy poiskovoy optimizatsii. Algoritmy, vdokhnovlennye prirodoy.
[Modern search engine optimization algorithms. Algorithms inspired by nature.] Moscow: Bauman University Publ.
House, 2014, 446 p. (in Russian).

3. Agibalov, O.1., Zolotarev, A.A., Ostroukh, E.N. Uslovnaya i bezuslovnaya optimizatsiya pri reshenii bioin-
spirirovannymi algoritmami. [Conditional and unconditional optimization under solving bioinspired algorithms.] Intel-
lektual'nye tekhnologii i problemy matematicheskogo modelirovaniya: mat-ly vseros. konf. [Intellectual technologies
and problems of mathematical modeling: Proc. All-Russian Conf.] Rostov-on-Don: DSTU Publ. Centre, 2018, pp. 21—
22 (in Russian).

4. Ostroukh, E.N., Klimova, D.N., Markin, S. Reshenie zadach biznes-prognozirovaniya na osnove ryadov
Fur'ye i algoritma svetlyachkov. [Solving business forecasting problems based on Fourier series and firefly algo-
rithm.] Sistemnyy analiz, upravlenie i obrabotka informatsii: tr. VIII mezhdunar. seminara. [System analysis, manage-
ment and information processing: Proc. VIII Int. Workshop.] Rostov-on-Don: DSTU Publ. Centre, 2017, pp. 153—-158
(in Russian).

5. Agibalov, O.I. Optimizatsiya mnogomernykh zadach na osnove kombinirovaniya determinirovannykh i
stokhasticheskikh algoritmov. [Combination of deterministic and stochastic algorithms for multidimensional tasks op-
timization.] Modern High Technologies, 2017, no. 9, pp. 7-11 (in Russian).

6. Ostroukh, E.N., Evich, L.N., Panasenko, P.A. Razrabotka gibridnogo algoritma resheniya optimi-
zatsionnykh zadach prinyatiya resheniy i upravleniya. [Development of a hybrid algorithm for solving optimization
decision-making problems and control.] Iskusstvennyy intellekt: problemy i puti ikh resheniya: mat-ly konf. [Artificial
intelligence:  problems and solutions: Proc. Conf.] Moscow, 2018, pp.165-168. Available at:
https://docplayer.ru/74455293-Programma-konferencii-iskusstvennyy-intellekt-problemy-i-puti-resheniya-2018.html
(accessed 08.02.19) (in Russian).

7. Evich, L.N., Ostroukh, E.N., Panasenko, P.A. Razrabotka gibridnogo algoritma resheniya optimizatsionnoy
zadachi s nelineynoy tselevoy funktsiey. [Development of hybrid algorithm for solution of optimization problem with
nonlinear target function.] International Research Journal, 2018, no. 1 (1), pp. 61-65 (in Russian).

8. Evich, L.N., Ostroukh, E.N., Panasenko, P.A. Metody resheniya zadach optimizatsii s mul'timodalnoy
tselevoy funktsiey na osnove gibridnykh algoritmov.[Development of hybrid algorithm for solution of optimization
problem with nonlinear target function.] Prom-Inzhiniring (ICIE-2018): tr. IV mezhdunar. nauch.-tekhn. ko [Prom-
Engineering (ICIE-2018): Proc. IV Int. Sci.-Tech. Conf.] Moscow, 2018, no. 1-1 (67), pp. 61-65 (in Russian).

9. Ostroukh, E.N., et al. Issledovanie kombinirovannogo algoritma pri obuchenii trekhsloynykh neyronnykh
setey razlichnoy topologii. [Investigation of a combined algorithm for learning three-layer neural networks of different
topologies.] Software & Systems, 2018, vol. 31, no. 4, pp. 673—-676 (in Russian).

10. Wolpert, D.H., Macready, W.G. The no free lunch Theorems for optimization. /[EEE Transactions on Evo-
lutionary Computation, 1997, vol. 1, no. 1, pp. 67-82.

11.Rodzin, S.I. Algoritmy biostokhasticheskoy optimizatsii: dostizheniya, problemy teorii, trudoemkost'. [Al-
gorithms of bio-stochastic optimization: achievements, problems of theory, complexity.] IS&IT’18: tr. kongressa po
intellekt. sistemam i inform. tekhnologiyam. [IS&IT’18: Proc. Congress on intelligent systems and information tech-
nologies.] Taganrog: S.A. Stupin’s Publ. House, 2018, vol. 2, pp. 141-158 (in Russian).

12. Discrete Location Problems. Benchmark library. Sobolev Institute of Mathematics; Russian Foundation for
Basic Research. Available at: http://www.math.nsc.ru/AP/benchmarks/index.html (accessed: 11.05.18).

13. Wall, M. GAlib: A C++ Library of Genetic Algorithm Components. Massachusetts Institute of Technology.
Available at: http://lancet.mit.edu/ga/ (accessed: 08.11.18).

14. EALib: An Evolutionary Algorithms Library. GitHub Inc. Available at: http://github.com/dknoester/ealib/
(accessed: 08.11.18).

15. Merelo, J. J. Library for doing evolutionary computation in Perl. Available at: http://cpeal.sourceforge.net/
(accessed: 08.11.18).

16. Dyer, D. W. Watchmaker Framework for Evolutionary Computation. Available at:
http://watchmaker.uncommons.org (accessed: 08.11.18).

Received 02.11 .2018
Submitted 02.11.2018
Scheduled in the issue 15.01.2019



Ostroukh E. N., et al. On efficiency of methods and algorithms for solving optimization problems considering objective

Ocmpoyx E. H. u op. K éonpocy rppekmuenocmu memoooe u anzopummos peuienus OnmumMu3ayuoHHbIX 3a0ay ¢ y4emom cneyuduxu

Authors:

Ostroukh, Evgeny N.,

associate professor of the Information Technologies
Department, Don State Technical University, (1, Gaga-
rin sq., Rostov-on-Don, 344000, RF), Cand.Sci. (Eng.),
associate professor,
ORCID:http://orcid.org/0000-0002-1384-0469,

eostr@donpac.ru

Evich, Lyudmila N.,

associate professor of the Mass Communications and
Multimedia Technologies Department, Don State Tech-
nical University, (1, Gagarin sq., Rostov-on-Don,
344000, RF), Cand.Sci. (Phys -Math.), associate
professor,
ORCID:http://orcid.org/0000-0002-7886-0954,

evichlng@gmail.com

Chernyshev, Yury O.,

professor of the Production Automation Department,
Don State Technical University, (1, Gagarin sq.,
Rostov-on-Don, 344000, RF), Dr.Sci. (Eng.), professor,
ORCID:http://orcid.org/0000-0002-4901-1101

myvnn@list.ru

Panasenko, Pavel A.,
senior assistant of Head of the Department of Organiz-

ing Scientific Research and Training of Academic and
Teaching Staff, Krasnodar Higher Military School
named after General of the Army S. M. Shtemenko
(4, ul. Krasina, Krasnodar, 350063, RF), Cand.Sci.
(Eng.),
ORCID:https://orcid.org/0000-0003-1264-1481
we_panacenko 777(@mail.ru

Information technology, computer science, and management

og
(9)



