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Introduction. Practical tasks (location of service points, crea-
tion of microcircuits, scheduling, etc.) often require an exact 
or approximate to exact solution at a large dimension. In this 
case, achieving an acceptable result requires solving a set cov-
er problem, fundamental for combinatorics and the set theory. 
An exact solution can be obtained using exhaustive methods; 
but in this case, when the dimension of the problem is in-
creased, the time taken by an exact algorithm rises exponen-
tially. For this reason, the precision of approximate methods 
should be increased: they give a solution that is only approxi-
mate to the exact one, but they take much less time to search 
for an answer at a large dimension. 
Materials and Methods. One of the ways to solve the covering 
problem is described, it is a genetic algorithm. The authors use 
a modification of the Goldberg model and try to increase its 
efficiency through various types of mutation and crossover 
operators. We are talking about gene mutations, two-point 
mutations, addition and deletion mutations, insertion and dele-
tion mutations, saltation, mutations based on inversion. The 
following types of crossover operator are noted: single-point, 
two-point, three-point and their versions with restrictions, 
uniform, triad. The effect of the stopping condition and the 
probability values of genetic operators on the accuracy of the 
solutions is investigated. It is shown how an increase in the 
number of individuals in a generation affects the efficiency of 
a solution. 
Research Results. The experiment results allow us to draw 
three conclusions. 
1) It is recommended to use a combination of gene mutation 
and single-point crossing. 
2) With an increase in the number of individuals, the accuracy 
of the result and the time to obtain it increases. The average 
deviation from the exact result at a task size of 25 × 25 was 
0%, at 50 × 50 – 0%, at 75 × 75 – 0.013%, at 100 × 100 – 0%, 
at 110 × 110 – 0% (the number of individuals was 500). 
3) It is advisable to use the probabilities of the mutation and 

 Введение. Практические задачи (размещение пунктов об-
служивания, создание микросхем, составление расписаний 
и пр.) зачастую требуют точного или приближенного к 
точному решения при большой размерности. Достижение 
приемлемого результата в данном случае требует решения 
задачи покрытия множеств — фундаментальной для ком-
бинаторики и теории множеств. Точное решение можно 
получить с помощью переборных методов, однако в этом 
случае при повышении размерности задачи во много раз 
возрастает время работы точного алгоритма. По этой при-
чине следует увеличивать точность приближенных мето-
дов: они дают решение, лишь приближенное к точному, 
однако затрачивают на поиск ответа намного меньше вре-
мени при большой размерности.  
Материалы и методы. Описывается один из способов 
решения задачи покрытия — генетический алгоритм. Ав-
торы используют модификацию модели Голдберга и пы-
таются повысить ее эффективность с помощью различных 
видов оператора мутации и скрещивания. Речь идет о ген-
ной мутации, двухточечной мутации, мутации добавления 
и удаления, мутации вставки и удаления, сальтации, мута-
циях на основе инверсии. Отмечены следующие виды 
оператора скрещивания: одноточечный, двухточечный, 
трехточечный и их версии с ограничениями, равномер-
ный, триадный. Исследуется влияние условия останова и 
значений вероятностей генетических операторов на точ-
ность получаемых решений. Показано, каким образом 
увеличение числа особей в поколении влияет на эффек-
тивность решения. 
Результаты исследования. Итоги экспериментов позво-
ляют сделать три вывода. 
1) Рекомендуется использовать сочетание генной мута-
ции и одноточечного скрещивания. 
2) При повышении количества особей растет точность 
результата и время его получения. Среднее отклонение от 
точного результата при размере задачи 25×25 составило 
0 %, при 50×50 — 0%, при 75×75 — 0,013 %, при 100×100 
— 0 %, при 110×110 — 0 % (количество особей — 500). 
3) Целесообразно использовать вероятности оператора 
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crossover operator 100% and 100%, respectively. 
Discussion and Conclusions. Recommendations are given to 
improve the efficiency of covering problem solution. To this 
end, a preferred combination of the genetic algorithm parame-
ters, of types of crossover and mutation operators is indicated. 

мутации и скрещивания 100 % и 100 % соответственно. 
Обсуждение и заключения. Даны рекомендации, позволя-
ющие повысить эффективность решения задачи покрытия. 
С этой целью указано предпочтительное сочетание пара-
метров генетического алгоритма, типов операторов скре-
щивания и мутации 
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Introduction. Many of practical problems require an exact or approximate to exact solution with high dimensionali-
ty. Among these tasks there are the location of service points, the creation of microcircuits, scheduling. In this case, achieving 
an acceptable result requires solving a set cover problem, which is fundamental for combinatorics and the set theory. An exact 
solution can be obtained using exhaustive methods (for example, the branch-and-bound method). Naturally, with an increase 
in the problem dimension, the time taken by the exact algorithm rises exponentially. For this reason, the accuracy of approxi-
mate methods should be increased: they give a solution that is only approximate to the exact one, but they take much less time 
to find an answer with high dimensionality. 

The following practical task can also serve as a good example. Assume, you need to assemble a team of specialists 
for a ship. Crew members should possess in aggregate all the required skills, but the number of co-workers should be minimal. 
This is an unweighted covering problem, that is, the “scales” of group members are the same and therefore not important. If to 
assign a certain value - weight (for example, working experience) to each member of the team, then the task will be balanced. 
An actual practical problem is to solve this problem in a shorter time, which provides achieving a result that is as close as pos-
sible to the exact one. 

Materials and Methods 
Research Objective. Given a population U of n elements and an aggregate of subpopulations U, S = {S1,…, Sk}. 

Each subpopulation Si is associated with some non-negative cost c: S → Q+. S' S is a covering if any element of U belongs to 
at least one element of S' [1, 2]. 

The task can be presented in two versions: weighted and unweighted. The weighted covering problem involves find-
ing an aggregate of subpopulations that covers the whole population U and has minimum weight. In the unweighted version, 
the resulting population should have the smallest possible number of subpopulations. 

Problem-solving techniques. Genetic algorithm. Covering problems are solved using heuristic methods, approxi-
mate algorithms with a priori estimate, and exact algorithms [3, 4]. 

Exact algorithms (the best-known of them is the branch-and-bound method) give an exact solution, but are useless in 
large-dimensional problems, because they take too much time. If the accuracy of the solution can be neglected to a certain 
extent, it is recommended to use approximate algorithms [5] which solve the problem in an acceptable time. We are talking 
about algorithms with a priori estimate (for example, the greedy algorithm [6]) and probabilistic heuristics (ant colony method 
[7, 8], neural networks, evolutionary calculations). 

This paper discusses genetic algorithms (GA) and ways to improve their efficiency. In 1975, John Holland proposed 
a probabilistic GA based on the rules of natural selection and inheritance. The GA properties are studied in [10, 11]. A de-
tailed description of the applicability of the genetic algorithm for solving a covering problem is given in [1]. GA application 
methods for this task are described in [12, 13]. 

The authors use the Goldberg model [14] which is modified as follows: various types of the mutation and crossover 
operator are used, protection against the appearance of “incorrect” covering under the variation of individuals is provided. 

We describe basic parameters of this algorithm. Relating to the individual, binary coding is used (“0”, “1”). The 
evaluation function can be expressed by the following formula: 

1
min,

n

j j
j

c x


  

where xk is n- dimensional vector for which the j-th element xk
j is equal to 1 if the subpopulation Sj is an integral part of 

the covering and is equal to 0 otherwise; cj is the cost of the subpopulation Sj. 
The condition for stopping the algorithm is the number of generations of persistency of the solution. 
The Goldberg model uses tournament elimination of individuals. The authors use the equal-probability random 

selection – the choice of two individuals of the generation to apply the crossover and (or) mutation operator to them. 
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Introduction. Many of practical problems require an exact or approximate to exact solution with high dimensionali-
ty. Among these tasks there are the location of service points, the creation of microcircuits, scheduling. In this case, achieving 
an acceptable result requires solving a set cover problem, which is fundamental for combinatorics and the set theory. An exact 
solution can be obtained using exhaustive methods (for example, the branch-and-bound method). Naturally, with an increase 
in the problem dimension, the time taken by the exact algorithm rises exponentially. For this reason, the accuracy of approxi-
mate methods should be increased: they give a solution that is only approximate to the exact one, but they take much less time 
to find an answer with high dimensionality. 

The following practical task can also serve as a good example. Assume, you need to assemble a team of specialists 
for a ship. Crew members should possess in aggregate all the required skills, but the number of co-workers should be minimal. 
This is an unweighted covering problem, that is, the “scales” of group members are the same and therefore not important. If to 
assign a certain value - weight (for example, working experience) to each member of the team, then the task will be balanced. 
An actual practical problem is to solve this problem in a shorter time, which provides achieving a result that is as close as pos-
sible to the exact one. 

Materials and Methods 
Research Objective. Given a population U of n elements and an aggregate of subpopulations U, S = {S1,…, Sk}. 

Each subpopulation Si is associated with some non-negative cost c: S → Q+. S' S is a covering if any element of U belongs to 
at least one element of S' [1, 2]. 

The task can be presented in two versions: weighted and unweighted. The weighted covering problem involves find-
ing an aggregate of subpopulations that covers the whole population U and has minimum weight. In the unweighted version, 
the resulting population should have the smallest possible number of subpopulations. 

Problem-solving techniques. Genetic algorithm. Covering problems are solved using heuristic methods, approxi-
mate algorithms with a priori estimate, and exact algorithms [3, 4]. 

Exact algorithms (the best-known of them is the branch-and-bound method) give an exact solution, but are useless in 
large-dimensional problems, because they take too much time. If the accuracy of the solution can be neglected to a certain 
extent, it is recommended to use approximate algorithms [5] which solve the problem in an acceptable time. We are talking 
about algorithms with a priori estimate (for example, the greedy algorithm [6]) and probabilistic heuristics (ant colony method 
[7, 8], neural networks, evolutionary calculations). 

This paper discusses genetic algorithms (GA) and ways to improve their efficiency. In 1975, John Holland proposed 
a probabilistic GA based on the rules of natural selection and inheritance. The GA properties are studied in [10, 11]. A de-
tailed description of the applicability of the genetic algorithm for solving a covering problem is given in [1]. GA application 
methods for this task are described in [12, 13]. 

The authors use the Goldberg model [14] which is modified as follows: various types of the mutation and crossover 
operator are used, protection against the appearance of “incorrect” covering under the variation of individuals is provided. 

We describe basic parameters of this algorithm. Relating to the individual, binary coding is used (“0”, “1”). The 
evaluation function can be expressed by the following formula: 

1
min,

n

j j
j

c x


  

where xk is n- dimensional vector for which the j-th element xk
j is equal to 1 if the subpopulation Sj is an integral part of 

the covering and is equal to 0 otherwise; cj is the cost of the subpopulation Sj. 
The condition for stopping the algorithm is the number of generations of persistency of the solution. 
The Goldberg model uses tournament elimination of individuals. The authors use the equal-probability random 

selection – the choice of two individuals of the generation to apply the crossover and (or) mutation operator to them. 
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In [15], a modification of this algorithm using the strategy of elitism is described. 
Overview of the types of crossover operator. When two individuals are crossed, the offsprings descend a 

part of the genes from each of the parents, and thereby the search space is expanded. In the classic GA version, a single-
point crossover is used. Scientists involved in genetic algorithms offer their versions of this operator [16, 17]. As men-
tioned earlier, the authors have proposed binary coding of an individual, rather than real, so only some certain versions 
of all can be used. Crossover of the individuals with real genes is described in [16]. Here is an overview of the types of 
crossover appropriate for the application in this GA. 

Single-point crossover (Fig. 1). Two individuals are selected for crossover. 
Parent 1 

1 0 1 1 0 0 1 1 1 0 

Parent 2 
0 0 1 0 1 1 0 0 1 0 

Crossover point is gene #4 
Offspring 1 

1 0 1 1 1 1 0 0 1 0 

Offspring 2 
0 0 1 0 0 0 1 1 1 0 

Fig. 1. Single-point crossover 

The crossover point is played at random. A part of the genes of parent 1 is copied to offspring 1 to the crosso-
ver point, and a part of the genes of parent 2 is copied after the crossover point. Offspring 2 is created in a similar way, 
but vice versa. 

Two-point crossover (Fig. 2). Two individuals are selected for crossover. 
Parent 1 

1 0 1 1 0 0 1 1 1 0 

Parent 2 
0 0 1 0 1 1 0 0 1 0 

Crossover point 1 is gene #3, crossover point 2 is gene #7 
Offspring 1 

1 0 1 0 1 1 0 1 1 0 

Offspring 2 
0 0 1 1 0 0 1 0 1 0 

Fig. 2. Two-point crossover 

Two different crossover points are played at random. A part of the genes of parent 1 to the crossover point 1, a 
part of the genes of parent 2 between the crossover points, and a part of the genes of parent 1 after the crossover point 2 
are copied to offspring 1. Offspring 2 is generated in the same way, but vice versa. 

A multipoint crossover and its special case, a three-point crossover, operate in like manner. The operators de-
scribed can be modified, namely: verify, in addition, that the crossover points are selected only in those places where 
the genes of the individuals of the parents have different meanings. Thus, limited single-point, two-point, and three-
point crossovers appeared. 

Uniform crossover [16] (Fig. 3). A mask is randomly generated, a binary individual. In this case, a part of the 
offspring genes descends from one parent, and a part - from another. 

Parent 1 
1 0 1 1 0 0 1 1 1 0 

Parent 2 
0 0 1 0 1 1 0 0 1 0 

Mask 
1 0 1 1 0 0 1 0 1 0 

Offspring 1 
1 0 1 1 1 1 1 0 1 0 

Offspring 2 
0 0 1 0 0 0 0 1 1 0 

Fig. 3. Uniform crossover 
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Next, the mask is analysed. If it includes “1”, then the corresponding gene of parent 1 goes to the correspond-

ing place of offspring 1. If otherwise, then offspring 1 descends the gene of parent 2. 
Offspring 2 is generated in the opposite way. The gene is borrowed from parent 1 if there is “0” at the same 

place in the mask. If otherwise, then offspring 1 descends the parent gene. 
A similar idea is used in the triad crossover [16]. The difference is that a randomly selected individual from a 

generation is used as a mask. Then, 10% of the mask genes undergo mutation. Further, if the gene of parent 1 matches 
the gene of the mask, then this gene proceeds to offspring 1, otherwise, the gene descends from parent 2. In offspring 2, 
at the places where offspring 1 descended the genes of parent 1, the genes of parent 2 are located, and vice versa. 

Overview of the binary mutation operator types. What is the role of mutation in the evolutionary process? If 
only the crossover operator is used, in the end, the appearance of new individuals will be stopped. To qualitatively mod-
ify an individual, the mutation operator, which helps to increase genetic diversity, should be used. 

In the classical GA, single-point mutation operator is used (Fig. 4): a mutation point is randomly selected in an 
individual — a gene which then swaps its value with the neighbouring gene. 

Parent 
1 0 1 1 0 0 1 1 1 0 

Mutation point = gene #4 
Offspring 

1 0 1 0 1 0 1 1 1 0 

Fig. 4. Single-point mutation operator 

          In addition to this mutation, several more types are considered. 
          Two-point mutation operator (Fig. 5) is a one-point mutation operator modification: two genes are randomly se-
lected, and they exchange their values. 

Parent 
1 0 1 1 0 0 1 1 1 0 

Mutation point = gene #4 and #7 
Offspring 

1 0 1 1 0 0 1 1 1 0 

Fig. 5. Two-point mutation operator 

Gene mutation (Fig. 6) is based on the fact that the value of one randomly selected gene is inverted. 
Parent 

1 0 1 1 0 0 1 1 1 0 
Mutation point = gene #4 

Offspring 
1 0 1 0 0 0 1 1 1 0 

Fig. 6. Gene mutation 

Addition and deletion mutation [16] (Fig. 7) is obtained through combining two operations: adding a random 
gene to the chromosome tail and removing a random gene from the resulting chromosome. 

Parent 
1 0 1 1 0 0 1 1 1 0 

Addition of gene «0» to individual tail 
1 0 1 1 0 0 1 1 1 0 0 

Deletion of gene #4 
Offspring 

1 0 1 0 0 1 1 1 0 0 

Fig. 7. Addition and deletion mutation 

Insertion and deletion mutation [16] is similar to the addition and deletion mutation: a random gene is added to 
a random chromosome position and a random gene is removed from the resulting chromosome. 

Mutation based on mutation density [16]. Each gene of an individual mutates with a certain probability. The 
probability of gene mutation is usually selected so that 1% to 10% of the genes undergo modification. 

Saltation [17] (Fig. 8) is mutation based on the inversion of k-genes of an individual. 
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Next, the mask is analysed. If it includes “1”, then the corresponding gene of parent 1 goes to the correspond-

ing place of offspring 1. If otherwise, then offspring 1 descends the gene of parent 2. 
Offspring 2 is generated in the opposite way. The gene is borrowed from parent 1 if there is “0” at the same 

place in the mask. If otherwise, then offspring 1 descends the parent gene. 
A similar idea is used in the triad crossover [16]. The difference is that a randomly selected individual from a 

generation is used as a mask. Then, 10% of the mask genes undergo mutation. Further, if the gene of parent 1 matches 
the gene of the mask, then this gene proceeds to offspring 1, otherwise, the gene descends from parent 2. In offspring 2, 
at the places where offspring 1 descended the genes of parent 1, the genes of parent 2 are located, and vice versa. 

Overview of the binary mutation operator types. What is the role of mutation in the evolutionary process? If 
only the crossover operator is used, in the end, the appearance of new individuals will be stopped. To qualitatively mod-
ify an individual, the mutation operator, which helps to increase genetic diversity, should be used. 

In the classical GA, single-point mutation operator is used (Fig. 4): a mutation point is randomly selected in an 
individual — a gene which then swaps its value with the neighbouring gene. 

Parent 
1 0 1 1 0 0 1 1 1 0 

Mutation point = gene #4 
Offspring 

1 0 1 0 1 0 1 1 1 0 

Fig. 4. Single-point mutation operator 

          In addition to this mutation, several more types are considered. 
          Two-point mutation operator (Fig. 5) is a one-point mutation operator modification: two genes are randomly se-
lected, and they exchange their values. 

Parent 
1 0 1 1 0 0 1 1 1 0 

Mutation point = gene #4 and #7 
Offspring 

1 0 1 1 0 0 1 1 1 0 

Fig. 5. Two-point mutation operator 

Gene mutation (Fig. 6) is based on the fact that the value of one randomly selected gene is inverted. 
Parent 

1 0 1 1 0 0 1 1 1 0 
Mutation point = gene #4 

Offspring 
1 0 1 0 0 0 1 1 1 0 

Fig. 6. Gene mutation 

Addition and deletion mutation [16] (Fig. 7) is obtained through combining two operations: adding a random 
gene to the chromosome tail and removing a random gene from the resulting chromosome. 

Parent 
1 0 1 1 0 0 1 1 1 0 

Addition of gene «0» to individual tail 
1 0 1 1 0 0 1 1 1 0 0 

Deletion of gene #4 
Offspring 

1 0 1 0 0 1 1 1 0 0 

Fig. 7. Addition and deletion mutation 

Insertion and deletion mutation [16] is similar to the addition and deletion mutation: a random gene is added to 
a random chromosome position and a random gene is removed from the resulting chromosome. 

Mutation based on mutation density [16]. Each gene of an individual mutates with a certain probability. The 
probability of gene mutation is usually selected so that 1% to 10% of the genes undergo modification. 

Saltation [17] (Fig. 8) is mutation based on the inversion of k-genes of an individual. 
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Parent 

1 0 1 1 0 0 1 1 1 0 
k = 3, mutation of genes #4, #6, #7 

Offspring 
1 0 1 0 0 1 0 1 1 0 

Fig. 8. Saltation 

Inversion [17] (Fig. 9) is mutation of genes between two randomly selected change points. 

Parent 

1 0 1 1 0 0 1 1 1 0 
Change points are gene #4 and #7 

Offspring 
1 0 1 0 1 1 0 1 1 0 

Fig. 9. Inversion 

 Translocation [17] (Fig. 10) is mutation of genes which appear in two randomly selected parts of an individual. 

Parent 

1 0 1 1 0 0 1 1 1 0 
Interval #1 = [gene #1; gene #3], Interval #2 = [gene #5; gene #7] 

Offspring 
0 1 0 1 1 1 0 1 1 0 

Fig. 10. Translocation 

Addition [17] is mutation in which an offspring individual is generated through inverting each gene of a parent 
individual. 

Research Results 
Analysis of the genetic algorithm performance using various “mutation + crossover” combinations. What 

combinations of types of binary mutation and crossover are used for more advantage to increase the GA efficiency? The 
authors have developed a software tool using the C Sharp language to compare genetic algorithms for optimal solutions 
and time consuming. For experiments, we used a personal computer with the Microsoft Windows 10 Pro × 64 operating 
system, Intel (R) Core (TM) i5-2500KCPU 3.30GHz processor, and 6 GB RAM. 

100 experiments were carried out with n × m matrices, where n is the number of subpopulations of population 
U, m is the number of elements of the population U. The matrices are generated randomly. The following conditions are 
observed. 

- Coefficient of the matrix for occupancy of subpopulations with units p = 0.5. 
- Weights of subpopulations are randomly generated from the interval from 1 to 200. 
- The number of subpopulations = 100, power of the population U = 100. 
For GA, the following parameters are used. 
- Number of generations = 50. 
- Crossover probability = 1. 
- Mutation probability = 1. 
- Stopping condition = 100 generations. 
- Crossover operator: 
Cr1 – single-point; 
Cr2 - limited single-point; 
Cr3 - two-point; 
Cr4 - limited two-point; 
Cr5 - three-point; 
Cr6 - limited three-point; 
Cr7 - uniform; 
Cr8 - triad. 
- Mutation operator: 
Mut1 - gene; 
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Mut2 – single-point; 
Mut3 - two-point; 
Mut4 - addition and deletion mutation; 
Mut5 - insertion and deletion mutation; 
Mut6 - saltation; 
Mut7 - addition; 
Mut8 - inversion; 
Mut9 – translocation. 
Table 1 shows the average values of the comparison results of the algorithms for cover weights, and Table 2 - 

by operating time. Also, Tables 1 and 2 include the results of a genetic algorithm operation with 50 individuals pro-
posed by Nguyen Minh Hang in [13]. 

Table 1 

Comparison of the efficiency of crossover and mutation operator types by cover weights 

Algorithm 
100×100 

50 individuals 
Mut1 Mut2 Mut3 Mut4 Mut5 Mut6 Mut7 Mut8 Mut9 

Nguyen 
Minh Hang 

GA 
Cr1 41.78 60.35 45.02 60.12 55.07 67.46 67.46 67.46 67.46 

46.23 

Cr2 42.29 58.23 44.87 59.37 51.83 67.46 67.46 67.46 67.46 

Cr3 42.53 58.75 45.38 61.35 55.93 67.41 67.46 67.72 67.46 

Cr4 42.91 63.63 45.75 63.38 57.64 67.46 67.46 67.46 67.46 

Cr5 42.41 60.58 45.18 63.11 54.92 67.46 68.52 67.46 67.46 

Cr6 42.71 65.96 46.37 65.38 58.2 67.46 67.46 67.46 67.32 

Cr7 41.74 50.61 45.52 53.75 48.31 67.46 67.46 67.29 67.46 

Cr8 43.39 57.84 45.3 60.37 54.07 67.46 67.46 67.46 67.46 

Table 2 

Comparison of the efficiency of crossover and mutation operator types by time costs (ms) 

Algorithm 
100×100 

50 individuals 
Mut1 Mut2 Mut3 Mut4 Mut5 Mut6 Mut7 Mut8 Mut9 

Nguyen 
Minh Hang 

GA 
Cr1 2418 1363 2028 1996 1777 1569 2251 1746 1853 

1900 

Cr2 2365 1399 1974 2175 1817 1571 2257 1756 1855 

Cr3 2485 1417 2111 2008 1824 1627 2325 1841 1935 

Cr4 2568 1416 2126 2145 1884 1626 2304 1809 1909 

Cr5 2537 1406 2131 1862 1825 1631 2338 1834 1927 

Cr6 2509 1422 2139 1902 1822 1636 2315 1820 1903 

Cr7 2679 1569 1970 2220 2124 1697 2410 1905 2008 

Cr8 2484 1443 2084 1950 1910 1654 2353 1866 1942 
 
Following from these results, to improve the GA efficiency, it is recommended to use the “uniform crossover + 

gene mutation” and “single-point crossover + gene mutation” combinations. 
Impact of the mutation and crossover probability on the genetic algorithm efficiency. To study this prob-

lem, the software tool described above was applied. The “gene mutation + uniform crossover” combination was consid-
ered as the most efficient (along with “gene mutation + single-point crossover”). The problem dimension is 100 × 100, 
50 individuals. The results are given in Tables 3 and 4. 
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Mut2 – single-point; 
Mut3 - two-point; 
Mut4 - addition and deletion mutation; 
Mut5 - insertion and deletion mutation; 
Mut6 - saltation; 
Mut7 - addition; 
Mut8 - inversion; 
Mut9 – translocation. 
Table 1 shows the average values of the comparison results of the algorithms for cover weights, and Table 2 - 

by operating time. Also, Tables 1 and 2 include the results of a genetic algorithm operation with 50 individuals pro-
posed by Nguyen Minh Hang in [13]. 

Table 1 

Comparison of the efficiency of crossover and mutation operator types by cover weights 

Algorithm 
100×100 

50 individuals 
Mut1 Mut2 Mut3 Mut4 Mut5 Mut6 Mut7 Mut8 Mut9 

Nguyen 
Minh Hang 

GA 
Cr1 41.78 60.35 45.02 60.12 55.07 67.46 67.46 67.46 67.46 

46.23 

Cr2 42.29 58.23 44.87 59.37 51.83 67.46 67.46 67.46 67.46 

Cr3 42.53 58.75 45.38 61.35 55.93 67.41 67.46 67.72 67.46 

Cr4 42.91 63.63 45.75 63.38 57.64 67.46 67.46 67.46 67.46 

Cr5 42.41 60.58 45.18 63.11 54.92 67.46 68.52 67.46 67.46 

Cr6 42.71 65.96 46.37 65.38 58.2 67.46 67.46 67.46 67.32 

Cr7 41.74 50.61 45.52 53.75 48.31 67.46 67.46 67.29 67.46 

Cr8 43.39 57.84 45.3 60.37 54.07 67.46 67.46 67.46 67.46 

Table 2 

Comparison of the efficiency of crossover and mutation operator types by time costs (ms) 

Algorithm 
100×100 

50 individuals 
Mut1 Mut2 Mut3 Mut4 Mut5 Mut6 Mut7 Mut8 Mut9 

Nguyen 
Minh Hang 

GA 
Cr1 2418 1363 2028 1996 1777 1569 2251 1746 1853 

1900 

Cr2 2365 1399 1974 2175 1817 1571 2257 1756 1855 

Cr3 2485 1417 2111 2008 1824 1627 2325 1841 1935 

Cr4 2568 1416 2126 2145 1884 1626 2304 1809 1909 

Cr5 2537 1406 2131 1862 1825 1631 2338 1834 1927 

Cr6 2509 1422 2139 1902 1822 1636 2315 1820 1903 

Cr7 2679 1569 1970 2220 2124 1697 2410 1905 2008 

Cr8 2484 1443 2084 1950 1910 1654 2353 1866 1942 
 
Following from these results, to improve the GA efficiency, it is recommended to use the “uniform crossover + 

gene mutation” and “single-point crossover + gene mutation” combinations. 
Impact of the mutation and crossover probability on the genetic algorithm efficiency. To study this prob-

lem, the software tool described above was applied. The “gene mutation + uniform crossover” combination was consid-
ered as the most efficient (along with “gene mutation + single-point crossover”). The problem dimension is 100 × 100, 
50 individuals. The results are given in Tables 3 and 4. 
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Table 3 

Comparison of the efficiency of crossover and mutation operator probabilities by cover weights 

Mutation 
Crossover 

0.2 0.4 0.6 0.8 1 

0.2 60.31 59.45 59.37 54.65 44.35 
0.4 58.2 58.09 57.51 54.71 45.01 
0.6 57.98 57.58 54.67 52.67 44.75 
0.8 54.03 55.18 55.07 51.11 44.68 
1 52.17 50.95 50.28 48.89 44.33 

Table 4. Comparison of the efficiency of crossover and mutation operator probabilities by time costs (ms) 

Mutation 
Crossover 

0.2 0.4 0.6 0.8 1 

0.2 992 1038 1121 1293 2047 
0.4 1038 1101 1196 1418 2115 
0.6 1111 1205 1325 1504 2273 
0.8 1237 1314 1420 1656 2338 
1 1338 1448 1602 1858 2594 

 
The fittest combination was specified: the mutation probability is 100% and the crossover probability is 100%. 
The generation dimension impact on GA efficiency. Tables 5 and 6 show the results with 50, 100, 200, 500, 

1000 individuals and the problem dimension of 100 × 100 (GA1 - single-point crossover + gene mutation, GA2 - uni-
form crossover + gene mutation, GA3 - Nguyen Minh Hang’s GA). 

Table 5 
Generation dimension impact on cover weights obtained by genetic algorithm 

Individuals GA1 GA2 GA3 
50 43.76 43.68 49.53 

100 42.88 42.8 47.12 
200 42.7 42.61 46.87 
500 42.67 42.61 47.64 

1000 42.61 42.61 50.35 
 

Table 6 
Generation dimension impact on the time required for genetic algorithm implementation (ms) 

Individuals GA1 GA2 GA3 
50 2229 2377 1842 

100 4175 4791 2219 
200 8185 8722 2611 
500 19109 20992 8440 

1000 37588 41855 14581 
 
Naturally, with an increase in the generation size, the operating time of the GA rises, and the problem solution 

accuracy increases. 
The stopping condition impact on the problem solution efficiency. In the framework of the research pre-

sented, the number of generations of persistency of the fittest solution is used as a stopping condition. Tables 7 and 8 
show the results of a comparative analysis of GA from a previous experiment with a stopping condition of 100, 200, 
300, 500. 
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Table 7 

Stopping condition impact on covering weights obtained by the genetic algorithm 

Stopping condition GA1 GA2 GA3 
100 49.96 50.28 56.74 
200 49.23 48.79 56.29 
300 50.14 48.5 57.2 
500 49.82 49.66 57.17 

Table 8 
Stopping condition impact on the time required to implement the genetic algorithm (ms) 

Stopping condition GA1 GA2 GA3 
100 2264 2517 1834 
200 3840 4251 3479 
300 4994 5955 5001 
500 7892 8429 8370 

 
With an increase in the stopping condition, the algorithm running time increases. This is appropriate under the 

stopping condition of 200–250 individuals. 
Discussion and Conclusions. The authors of this paper made an attempt to increase the GA efficiency as ap-

plied to a set cover problem. For this purpose, various types of the operator of mutation, crossover, and GA parametri-
zation were used. The influence of the probabilities of genetic operators on the problem solution efficiency, the selec-
tion of the stopping condition and the number of individuals were investigated. The appropriate application scope of the 
GA and the branch-and-bound method are identified. Based on the results of the study, several conclusions can be 
drawn. 

1) It is recommended to use a combination of gene mutation and single-point crossover. 
2) If the number of individuals increases, the accuracy of the result and the time it is obtained increases. The 

average deviation from the exact result at the task dimension of 25 × 25 was 0%, 50 × 50 - 0%, 75 × 75 - 0.013%, 100 × 
100 - 0%, 110 × 110 - 0% with 500 individuals. 

3) It is efficient to use the probability of the mutation and crossover operator 100% and 100%, respectively. 
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