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Abstract
Introduction. The banking sector assigns high priority to data storage, as it is a critical aspect of business operations.

The volume of data in this area is steadily growing. With the increasing volume of data that needs to be stored,
processed and analyzed, it is critically important to select a suitable data storage solution and develop the required
architecture. The presented research is aimed at filling the gap in the existing knowledge of the data base management
system (DBMS) suitable for the banking sector, as well as to suggest ways for a fault-tolerant data storage cluster. The
purpose of the work is to analyze the key DBMS for analytical queries, determine the priorities of the DBMS for the
banking sector, and develop a fault-tolerant data storage cluster. To meet the performance and scalability requirements,
a data storage solution with a fault-tolerant architecture that meets the requirements of the banking sector has been
proposed.

Materials and Methods. Domain analysis allowed us to create a set of characteristics that a DBMS for analytical
queries (OnLine Analytical processing — OLAP) should correspond to, compare some popular DBMS OLAP, and
offer a fault-tolerant cluster configuration written in xml, supported by the ClickHouse DBMS. Automation was done
using Ansible Playbook. It was integrated with the Gitlab version control system and Jinja templates. Thus, rapid
deployment of the configuration on all nodes of the cluster was achieved.

Results. For OLAP databases, criteria were developed and several popular systems were compared. As a result, a
reliable cluster configuration that met the requirements of analytical queries has been proposed for the banking industry.
To increase the reliability and scalability of the DBMS, the deployment process was automated. Detailed diagrams of
the cluster configuration were also provided.

Discussion and Conclusions. The compiled criteria for the DBMS OLAP allowed us to determine the need for this
solution in the organization. Comparison of popular DBMS can be used by organizations to minimize costs when
selecting a solution. The proposed configuration of the data warehouse cluster for analytical queries in the banking
sector will improve the reliability of the DBMS and meet the requirements for subsequent scalability. Automation of
cluster deployment by the mechanism of templating configuration files in Ansible Playbook provides configuring a
ready-made cluster on new servers in minutes.
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AHHOTAIIMA

Beeoenue. baHKOBCKMIA CEKTOpP MPHUAACT OONBIIOE 3HAYCHUE XPAHEHHUIO JaHHBIX, TIOCKOJIBKY 3TO KPUTHUCCKH Ba>KHBIN
acnekT Om3Hec-orepanuii. O0beM MaHHBIX B NaHHOH cdepe HeykioHHO pacteTr. C yBenmueHHEM OOBEMOB INaHHBIX,
KOTOpBIE HEOOXOIUMO XPaHUTh, 00padaThIBaTh M aHAIN3WPOBATh, KpaifHe BaXKHO BHEIOPATh MOAXOJSINEE PEIICHHUE IS
XpaHEHHs JaHHBIX U pa3paboTaTh HEOOXOOMMYIO apXUTEKTypy. IIpeacTaBieHHOE HCCIEIOBaHHE HANPAaBICHO Ha TO,
4yTOoOBI 3alOJNHUTH Mpoben B cymecTByromux 3HaHusax CYBJ], momxomsmux i OAaHKOBCKOTO CEKTOpa, a TaKKe
NPEAJIOKUTh CIIOCOOBI Ul OTKa30yCTOMYMBOTO KilacTepa XpaHEHHs JIaHHBIX. Llenb paboThl — aHamM3 KIIIOYEBBIX
CYB/l nns aHaqUTHYECKHUX 3ampocoB, ompenecncHue mpuoputetoB CYBJl mis GaHKOBCKOTO CEKTOpa M pa3paboTka
OTKa30yCTOMYMBOIO KJacTepa XpaHEHHWA JaHHBIX. J[1s BBINOJIHEHUS TpeOoBaHMH K TPOM3BOAUTEIHHOCTH U
MacITabupyeMOoCTH NPEITI0KEHO PEIICHUE ISl XpaHEH!UsI JaHHBIX C OTKA30yCTOWYHMBOW apXWTEKTYpOH, OTBEUaromee
TpeboBaHMAM OAHKOBCKOTO CEKTOpA.

Mamepuanst u memoodst. AHaNN3 NpeIMETHON 00JIACTH MO3BOJIMII CO3AaTh HAOOp XapaKTEPHCTHK, KOTOPHIM JIOJDKHA
cootBercTBoBaTh CYBJ| mis ananutuyeckux 3anpocoB (OLAP), BBHIMOIHWUTH CpaBHEHHUE HEKOTODPBIX MOMYJISPHBIX
OLAP CYBJl u TpeaIoXHTh OTKAa30yCTOMYHMBYIO KIACTEPHYIO KOH(MHUIYpallMio, HAMMCAHHYIO Ha s3bike Xml,
noxnepxuBaemyo CYBJ] ClickHouse. ABromaTtu3zaius BeimoHeHa ¢ momoIbio Ansible Playbooks. O unterpuposan
¢ cucremoii ynpasienus: Bepcusimu Gitlab u mabnonamu Jinja. Takum oOpazom jpoctrraercst ObICTpOe pa3BepThIBaHHE
KOH(UTypanuy Ha BceX HOZAX KiacTepa.

Pesynomamut uccnedosanun. [ni 6a3 manaeix OLAP Opumm pa3paboTaHbl KpUTEPHUH, MPOBEICH CPaBHHUTEIBHBIN
aHaJIM3 HECKOJBKHX IIONYJISIPHBIX cUCTeM. B pesynprare Obula mpeioskeHa Ha/e)KHasl KiIacTepHasi KOHQUIyparus B
0aHKOBCKOW HMHIYCTPHH, KOTOpas YAOBIETBOpSET TpPeOOBaHMAM aHAINTHYECKUX 3ampocoB. Jlms yBennueHws
HagexHocTn W Macimrtabupyemoctd CYBJl mporecc pa3BepThiBaHHsS ObLI aBTOMATH3UPOBaH. Takke MPHUBEICHBI
JleTaJbHbIE CXEMbI KOH(HUTypaIiy KiIacTepa.

Obcyncoenue u 3akmouenus. Cocrasnennsie kpurepuu 1t OLAP CYB]] mo3BosOT OMPeaeinTh HE0OX0AUMOCTh
JTAaHHOTO perleHus B opranusaimu. CpaBHenue nomymapHeIXx CYBJ] MoeT OBITh HCIIOJIB30BAaHO OPTaHMU3ALUSAMH UL
MHUHAMM3ALUK 3aTpaT NpU BeIOOpe pemeHus.  [Ipemraraemast koHQUrypanusi KiacTepa XpaHWIMIIA JaHHBIX JUISA
AQHAJTMTHYECKHX 3aIIPOCOB B OAHKOBCKOH chepe Mo3BOIUT NOBBICUTH HajexkHOCTE CYB/] 1 ynoBneTBopuTh TpeOOBaHUS
K TOCIenyonel MacTabupyeMocTH. ABTOMAaTH3alus pa3BepThIBAHUS KJacTepa IyTeM MeXaHH3Ma IIalloHW3aHn
KoH(urypannoHHbIX (¢aitmoB B Ansible Playbooks mo3BonsieT HaCTpOWTH TOTOBBIM KJacTep Ha HOBBIX CepBEpax 3a

MHHYTBI.
Karouesnie ciioBa: CYBJI, OLAP, xpanunumie nanaeix, ClickHouse, otkaszoycroitunBeiii Kiacrep.

Bnarogapuoctu. ABTOp BbIpakaeT OnaromapHocTh B.A. boratbipeBy, NMOKTOpPY TEXHHUYECKHX HayK, Tpodeccopy
Kagenpbl BBIYMCIUTENBEHONH TexHWKH YHuBepcurera WTMO, mnodetHOMy paOOTHMKY HAyKM W TeXHMKH PO,

MMPOBOAMBLIEMY 3KCIICPTHBIC UHTEPBbIO COBMECTHO C aBTOPOM CTAaTbhH.
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Introduction. Data storage in the banking sector is one of the key business factors. To ensure the security of
customer information and transactions, it is required to take measures of protection, distribution and creation of
backups. For operational analysis, employees should be able to make operational analytical requests to the data
warehouse, while not interfering with the work of other processes within the organization and without causing a heavy
load on the storage itself. Databases and Data Warehouse are information systems in which data is stored, but they are
also used to solve various tasks. The article describes what such systems do, what the main differences between them
are, and why their effective use is essential for business development.

Many organizations make mistakes in designing the architecture of databases and data warehouses, losing sight of
aspects of information security, scalability and fault tolerance. The urgency of this problem is due to the intensive
development of systems in banks, the expansion of their fields of application and the increase in the amount of data in
need of constant analysis. For operational analysis of a large amount of data, a storage is needed that must meet all
reliability and security requirements.

Effective decision-making processes in business depend on high-quality information. In today's competitive
business environment, flexible access to a data warehouse is required, organized in such a way as to increase business
productivity, provide fast, accurate and up-to-date data understanding. The data warehouse architecture is designed to
meet such requirements and is the basis of these processes [1-5].

The objective of the work is to determine the priority DBMS for performing analytical queries in the banking sector
and design a fault-tolerant data warehouse cluster. This solution will significantly increase the speed of execution of
analytical queries, solve problems with scalability and reliability of the data warehouse.

Materials and Methods. The database stores real-time information about one specific part of the business. Its main
task is to process daily transactions. Databases use Online Transaction Processing (OLTP) to quickly delete, insert,
replace and update a large number of short online transactions.

Data warehouse is a system that collects data from lots of different sources within an organization for reporting and
analysis, using operational analytical processing (OLAP) to quickly analyze large amounts of data. This system focuses
on reading, rather than changing historical data from lots of different sources, therefore, compliance with ACID
(Atomic, Consistent, Isolated and Durable) requirements is less strict. Data warehouses perform complex functions of
aggregation, analysis and comparison of data to support management decision-making in companies.

A warehouse in the banking sector may contain:

— user account information (personal data, addresses, phone numbers);

— information about banking products and services (loans, deposits, plastic cards, mobile banking, etc.);

— data on transactions (including card transactions) in minimal detail for the last three years;

— information about accounts, balances on them, etc.

To meet the needs for OLAP, there are separate types of database management systems (DBMS) [3-6]. Each of the
systems has its own characteristics in the construction of architecture.

To perform an effective analysis of compliance with these requirements, warehouses must:

— have a high capacity capable of accommodating huge amounts of data (billions or trillions of rows);

— be organized as wide tables with multiple columns;

— perform queries with a small number of columns;
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— have a high query execution speed (in milliseconds or seconds);

— provide for most of the read-only requests;

— support fast bulk data loading when updating (more than 1,000 rows at a time) and adding, but without changing
them;

— have high throughput to process a single request (up to billions of rows);

— have high reliability;

— ensure data security and consistency.

For the OLAP scenario of work in the banking sector, it is preferable to use column-based analytical databases,
since they can store a lot of columns in a table, which will not affect the speed of reading data. Column-based DBMS
provide strong compression of data in columns, since data in one column of the table is usually of the same type, which
cannot be said about a row. They also enable to get a tenfold increase in query execution speed on lower-power
equipment. At the same time, thanks to compression, the data will occupy 5-10 times less space on the disk than in the
case of traditional DBMS [7-11].

During the requirements analysis, the following column DBMS were selected: ClickHouse, Vertica, Amazon
Redshift.

ClickHouse is the preferred solution due to the following advantages: open source; it is possible to define some or
all structures that will be stored only in memory; high speed; good data compression; http and command line interface;
cluster can be scaled horizontally; high availability; ease of installation and configuration. Installation is carried out on
the organization's servers in an isolated segment, which meets the security requirements for sensitive data in the
banking sector. The DBMS s also included in the register of domestic software; therefore, it provides implementing
this software product in state-owned companies.

Amazon Redshift solution is provided only as a cloud service. For organizations from the banking sector that cannot
place their data in the clouds for a number of security-related reasons, this product loses its appeal.

Vertica is an alternative version of ClickHouse with a paid license for large clusters and the installability on the
company's local servers.

The implementation of the distributed data warehouse architecture is presented below. To increase fault tolerance
and performance, the implementation of a distributed ClickHouse failover cluster with three shards and two replicas is
proposed.

Sharding (horizontal scaling) makes it possible to write and store parts of data in a distributed cluster, process and
read them in parallel on all nodes of the cluster, increasing data throughput.

Replication is copying data to multiple servers; thus, each bit of data can be found on multiple nodes.

Scalability is determined by sharding or segmentation of data. The reliability of the data warehouse is determined by
data replication [12-16].

Sharding and replication are completely independent, different processes are responsible for them. It is required to
localize small data sets on one shard and ensure a fairly even distribution across different shards in the cluster. To do
this, it is recommended to take the hash function value from a field in the table as a sharding key.

Sharding and replication are completely independent, different processes are responsible for them. It is required to
localize small data sets on one shard and ensure a fairly even distribution across different shards in the cluster. To do
this, it is recommended to take the hash function value from a field in the table as a sharding key.

Depending on the number of available resources and servers, it is proposed to implement this configuration on 3 or 6

nodes. For a production environment, it is recommended to use a cluster of 6 nodes. It should be noted that replication
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does not depend on sharding mechanisms and works at the level of individual tables, and also, since the replication
coefficient is 2, each shard is represented in 2 nodes [17-19]. Configuration options are described below.

The logical topology diagram is as follows:

3(Shard) x 2(Replicas) = Clickhouse Cluster of 6 nodes.
The probability of trouble-free operation of a system with 2 replicas and 3 shards on 6 nodes is equal to:
P=[1-1-p)?*P

The probability of trouble-free operation is an objective possibility that the system will work for time t without
restorations [7, 13].

Thus, a table containing 30 million rows will be distributed evenly across 3 nodes of the cluster. The remaining
3 nodes will store replicas of the data. When one of the cluster nodes is disabled, data will be taken from another

available node that contains its replica, thereby achieving reliability [20]. A cluster of 6 nodes is shown in Figure 1.

node 01 node 02 node 03
shard 01 shard 02 ]A f shard 02
replica 01 replica 01 J replica 02

k

node 04 node 05 \q node 06
shard 03 shard 03 shard 01
replica 01 J‘ 1 replica 02 replica 02

Fig. 1. Fault-tolerant cluster of 6 nodes (the authors’ figure)
To replicate data and execute distributed DDL queries, we need to use +1 node with ZooKeeper installed. You can
also use ClickHouse Keeper, compatible with ZooKeeper, which does not require installation on a separate server.
An example of a fragment of the configuration file is shown in Figure 2, from which it can be seen that the shard has
replication configured for the 1st and 6th nodes.
<yandex>

<remote_servers>
<cluster_1>

<shard>
<weight>1</weight>
<internal_replication>true</internal_replication>
<replica>

<host>{{ nodel }}</host>
<port>9000</port>
</replica>
<replica>
<host>{{ node6 }}</host>
<port>9000</port>
</replica>
</shard>

Fig. 2. Fragment of the configuration file for 6 nodes (the authors’ figure)
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An option of the cluster configuration of 3 nodes with cyclic replication is shown in Figure 3.

node 01 node 02 node 03
shard 01 hard 02 shard 03
replica 01 L replica 01

replica 01

shard 03 shard 01 shard 02

replica 02 replica 02 replica 02
\\

Fig. 3. Fault-tolerant cluster of 3 nodes (the authors’ figure)

This implementation requires two different segments located on each node. The main problem arises due to the fact
that each shard has the same table name, ClickHouse cannot distinguish one shard/replica from another when they are
located on the same server.

To solve this problem, it is needed:

—to place each shard in a separate database (schema);

— to set default_database for each shard;

—to set internal_replication parameter of each shard to true;

—to use an empty database parameter in a distributed table DDL script.

For this topology in an industrial environment, 6 server nodes are required, where each server stores data from only
one segment, a security trapdoor for a separate database is not required. To save resources in the development or testing
area, a configuration with 3 nodes can be used.

Automation is performed using Ansible Playbooks and integrated with Gitlab version control system. Thus, rapid
deployment of the configuration on all nodes of the cluster is provided. When changing the configuration, it can be
applied to all nodes with a single command or deploy a new DBMS cluster in a few minutes [21].

Research Results. The fault-tolerant cluster of the analytical DBMS provides redundancy for important system
components, which allows for continuous operation even in case of errors in individual cluster nodes. This is done
through load balancing, data replication between cluster nodes, and high reliability of the components used in the
cluster. The result is an increase in the availability and reliability of the analytical DBMS, which is business-critical
when analytical queries play a key role. The fault-tolerant cluster configuration of the data warehouse for analytical
queries in the banking sector, taking into account the automation of the deployment process, enables to increase the
reliability of the analytical data warehouse and meet the requirements for scalability. The developed task of automating
cluster deployment using the mechanism of templating configuration files in Ansible Playbooks provides for the
configuration of a ready-made cluster on new servers in a few minutes. The tasks of the template include operations to
install the required packages, create the needed configuration and launch the cluster.

An example of configuration files for automatic deployment of a DBMS cluster is shown in Figure 4. The j2
extension says that they are created using the Jinja template engine. Purpose-built placeholders in the template provide
writing code similar to Python syntax. Parameters are passed to the template for automatic insertion into the final
document, thereby achieving automatic assembly into development, testing and industrial operation zones, which does
not require manual modification of configuration files.
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v templates

clickhouse_config.xml.j2
clickhouse_keeper.xml.j2
clickhouse_ldap_auth.xml.j2
clickhouse_ldap_user_directory.xml.j2
clickhouse_macro_n1.xml.j2
clickhouse_macro_n2.xml.j2
clickhouse_macro_n3.xml.j2

clickhouse_macro_n4.xml.j2

clickhouse_macro_n5.xml.j2

clickhouse_macro_n6.xml.j2
clickhouse_users.xml.j2

cluster.xml.j2

Fig. 4. Configuration files

Description of configuration files:

clickhouse_config.xml.j2 — general cluster configuration;

clickhouse_keeper.xml.j2 — zookeeper configuration, which is responsible for node synchronization and
replication;

clickhouse_Idap_auth.xml.j2 — LDAP connection configuration for data security;

clickhouse_Idap_user_directory.xml.j2 — role-based configuration by access groups to ensure data security;

clickhouse_macro_n1(6).xml.j2 — macro files (each node has its own);

clickhouse_users.xml.j2 — configuration file for creating local users needed for administration;

cluster.xml.j2 — cluster configuration file.

To test the reliability of this configuration, an experiment was conducted during which data was loaded into a
DBMS cluster with a replication factor equal to 2. The dwh schemas and cluster_test_data tables were created on each
of the nodes of the DBMS cluster, and a distributed table was created on the dwh cluster.cluster_test data_distributed.
The rows of the dwh.test data_distributed table distributed across the cluster were 27,547,855. The rows of the
dwh.cluster_test_data table with each of the cluster nodes are listed below:

9,186,544 rows — 1st node;

9,182,959 rows — 2nd node;

9,182,959 rows — 3rd node;

9,178,352 rows — 4th node;

9,178,352 rows — 5th node;

9,186,544 rows — 6th node.

Conspicuously, the table was distributed over the entire cluster. According to the configuration shown in Figure 1,
the replication factor was 2, which means that each data block would be presented on 2 nodes. This can be seen from
the number of rows on the nodes: the sixth node stored a copy of the first, the third — a copy of the second, the fifth —
a copy of the fourth.

The fault tolerance of this configuration can be checked by alternately disabling nodes in the cluster. To do this, you
can turn off the node or stop services on one of the nodes with the systemctl stop clickhouse-server command. During
the experiment, DBMS services were stopped on cluster nodes.

With simultaneous disconnection of the 3rd, 4th, 6th or 1st, 2nd, 5th nodes that contained replicas, users continued
to receive data from the dwh.cluster test data_ distributed table, and the number of rows was equal to 27,547,855.
When one of the nodes was disabled, the data continued to be displayed, and the number of rows was equal to
27,547,855. When the nodes containing the replica and the original data were disconnected at the same time, data loss
occurred. This configuration can be scaled to 12 nodes, then the replication coefficient will be 3, and the sharding
coefficient will be 6.

Discussion and Conclusions. The proposed solution can increase the speed of execution of analytical queries, solve
problems with the scalability and reliability of data storage in banking organizations. The authors have automated
cluster deployment by using templates in Ansible Playbooks, which provides setting up a ready-made cluster on new
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servers in minutes. This configuration can be scaled by increasing the number of nodes and adding them to the
configuration files.

A set of characteristics that DBMS OLAP should correspond to was indicated, DBMS comparison was performed, a
fault-tolerant cluster configuration of a data warehouse for analytical queries in the banking sector was proposed,
automation of the configuration deployment process was performed. A similar solution is applicable for deployment on
FreeBSD, Linux, macOS. The cluster configuration diagrams are given. This configuration can solve the problem of
reliability and scalability, which is often found in organizations.
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06 asmopax:

Buktop BajeppeBuu CuBoB, acmupaHT kadenpel «BrramcnurenbHas TexHuka» CaHkT-IletepOyprckoro
HAIIMOHAJIBFHOTO HCCIIEIOBATEIbCKOTO YHHUBEPCHUTETa MHPOPMAIMOHHBIX TEXHOJOTHH, MexaHukd M ontuku (197101,
PO, r. Caukr-Ilerepbypr, Kpousepkckuii mpocrexkr, 1. 49), ORCID, v.sivov777@gmail.com

Buaagumup AmnatoabeBu4 bBorarTbIpeB, JOKTOp TEXHHYECKHX Hayk, mpodeccop kadenpsl «BwramciurenabHas
texuuka»y  CaskT-IleTepOyprckoro  HalMOHANBHOTO  HCCIICAOBATECIBCKOTO  YHHBEPCHTETa  HMHGOPMAIMOHHBIX
TexXHONOTu#, Mexanuku U ontuku (197101, P®, r. Cankt-IletepOypr, Kpousepkckuit mpocmekr, 1. 49), npodeccop
kadenpsl  «MHpopmanmonHas ~— Oe3zomacHocTh»  Caskr-IleTepOyprckoro  rocyJapcTBEHHOTO — YHHBEpCHUTETa
aspokocmuueckoro npubopocrpoenust (190000, PO, r. Cauxr-IlerepOypr, yin. bonmbmas Mopckas, a.67, aurt. A),
ORCID, ScopuslD

3asenennblil 6K1A0 COABMOPO8:

B.B. CuBoB — ¢opMupoBaHue OCHOBHOW KOHIENIMM, LENM M 3aJaddl HCCIEIOBAHWS, IPOBEICHHE pPacueToB,
MOJITOTOBKA TEKCTA, aHAIN3 pe3yJbTaTOB HCCIIENOBaHUH, (popmupoBanne BbIBOJOB. B.A. borateipeB — Hay4HOe
PYKOBOJICTBO, aHAJIM3 PE3YJIbTATOB UCCIIE0BaHNH, J0pab0OTKa TEKCTa, KOPPEKTUPOBKA BEIBOIOB.

Mocrynuia B pexaxknuio 20.01.2023

HocTynuia mocjie peuensupoanus 17.02.2023
Mpunsta k nmyéauxanuu 20.02.2023

Kongpnuxm unmepecos
ABTOPBI 3a5BIISIIOT 00 OTCYTCTBHM KOH(JIMKTa HHTEPECOB.

Bce agmopul npouumanu u 0006punu 0OkOHYAMENbHYI 6APUAHNT PYKONUCU.
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