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Abstract
Introduction. At present, the concepts of fog and edge computing are used in a wide range of applications of various

kinds. One of the key problems in the organization of computing in groups of mobile devices that make up the edge/fog
layer is the mission assurance based on battery power availability. In this context, a lot of developments aimed at energy
saving of device systems have been presented to date. However, one important aspect remains beyond the consideration
of the problem of resource saving, namely, the issue of saving the residual resource of a computing device. The aim of
this research is to formalize the workload distribution problem as two-criteria optimization problem, and to develop the
basic solution technique.

Materials and Methods. Within the framework of this article, an approach to resource saving is proposed. It is based on
the evaluation of two device criteria: battery life and residual resource of a computing device. The residual resource of a
computing device can be estimated using the probability of failure-free operation of the device, or as the reciprocal of
the failure rate, taking into account that the exponential law of failure distribution is used in the simulation. From this, a
model of the problem of two-criteria optimization is formulated, taking into account the dynamics of the network
topology in the process of performing a user mission. The topology dynamics is reflected in the model as a sequence of
topologies, each of which corresponds to a certain period of time of the system operation.

Results. Based on the proposed model of the two-criteria optimization problem, a method was proposed for resource
saving in the edge and foggy layers of the network. It reflected the specifics of the dynamic layers of the network, and
also took into account the importance of the criteria for estimating the consumption of device resources. An experiment
was conducted to evaluate the impact of the method of distributing tasks over a network cluster on the probability of
failure-free operation of devices and on the average residual resource.

Discussion and Conclusions. The conducted experiment has demonstrated the feasibility of using the developed
method, since the distribution of tasks among executing devices had a significant impact (up to 25 % according to the
results of the experimen t) on the average residual resource of a computing device.
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JIByXKpHuTepHaIbHbIN MeT0/ o0ecnieyeHusi pecypcocoepekeHHs1
B KPaeBOM M TYMAaHHOM CJIOSIX CeTH
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AHHOTALUA

Beeoenue. B HacTosimiee BpeMsi KOHIENIMHM TYMAaHHBIX M KPAaEBBIX BBIUYMCICHUH HCIOJIB3YIOTCS IIHPOKUM KPYTOM
MPWIOKECHUH caMOW pa3MUYHOW HampaBieHHOCTH. OIHOW M3 KIIOYEBBIX MPOOJIEM OpraHW3aIlil BBIYUCICHHHA B
TpyNIax MOOWIBHBIX YCTPOHCTB, COCTABISIONIMX KPaeBOW/TYMAaHHBIM CIIOH, SIBISETCS OOCCIICUCHHE BBHINOIHEHUS
MHCCHUHM Ha OCHOBE HalW4usl 3apsaa Oaraper. B CBs3M C 3TMM K HAcTOsIIEMY BPEMEHH IIPEJICTAaBICHO HEMalo
pa3paboToK, HaNpaBJICHHBIX Ha dHEprocOepexeHHe cUcTeM ycTpoicTB. OIHAKO OYeHb Ba)KHBIM acCIEKT OCTAaeTcs 3a
paMKaMU paccMOTpeHUs MpoOJieMbl pecypcocOepexeHus, a UIMEHHO — BOIIPOC cOepexeHHs OCTaTOUHOIO pecypca
BBIYHMCIIUTEIBHOr0 ycTpoiicTBa. llenblo naHHOrO wHccienoBaHus sBisieTcs (opManu3anus 3aJaddl paclpeeseHUs
Harpy3KkH Kak ABYXKPHTEPHAIbHON 3a/1a4i ONTUMH3AINH M BEIOOP 6a30BOr0 METO/IA €€ PeIICHUSI.

Mamepuanst u memoowvi. B pamkax NaHHOH CTAaThM NpemIaraeTcs IMOIXON K PEecypcocOepeKeHHIO Ha OCHOBE
OLICHMBAHMA JABYX KPHUTEPHEB YCTPOMCTB: pecypca OaTapen M OCTaTOYHOTO pecypca BBIYHMCIUTEIBHOTO YCTPOMCTBA.
OcCTaTo4HBI pecypc BBIUYUCIMTENBFHOIO YCTPOWCTBa MOXET OBITh OLEHEH NpPU MOMOIIM 3HAYEHHH BEPOSTHOCTH
0e30TKa3HOW PaboThl YCTPOMCTBA MM KaK BEJIMYMHA, 00paTHas WHTEHCHBHOCTH OTKa30B C YY€TOM TOTO, YTO HpHU
MOJEIMPOBAHUU  HUCIHOIb3yeTCs OKCIOHECHIMANbHBI 3aKOH paclpeieieHuss oTkazoB. Ha ocHoBe 3TOrO
chopMyaHpOBaHa MOAENb 33/1a41 ABYXKPUTEPHAIbHONW ONTUMH3ALUH C YI€TOM JTMHAMHUKH TOTIOJIOTHH CETH B Ipolecce
BBIITOJTHEHHS MOJB30BATENLCKOW MHCCHU. JIMHAMHMKa TOIOJIOTHH OTpa)kK€Ha B MOJAEIHM KakK IIOCIEeJOBAaTEIbHOCTh
TOTIOJIOTHH, KaXKJast U3 KOTOPBIX COOTBETCTBYET OIPEICIICHHOMY OTPE3KY BPEMEHH (hYHKIIMOHHPOBAHUS CUCTEMBI.
Peszynomamur uccnedosanus. Ha OCHOBaHMM TIPEICTaBICHHOW MOJENH 3a/addl ABYXKPHTEPHAIbHONH ONTHMHU3AINU
NIPEAJIOKEH METo]] 00ecleueHnsT pecypcocOepekeHnsl B KpaeéBOM M TYMaHHOM CJIO€ CETH, OTpaXalomui crenuduky
JIMHAMHUYECKHUX CJIOEB CETH, a TAK)KE YUMTHIBAIOIINN BaXKHOCTh KPUTEPHUEB OLICHUBAHUS pacxoja pecypcoB YCTPOWCTB.
ITpoBeneH 3KCIEPUMEHT, MO3BOJIIOINI OLCHUTD BIMSAHHE CIIOCO0a paclpesiesieHus 3a/1ad 10 CeTeBOMY KJIacTepy Ha
BEPOATHOCTH O€30TKa3HOM PabOTHI yCTPOICTB U HA CPEAHUN OCTATOUHBIH pecypc.

Oébcyscoenue u 3axkniouenusn. lIpoBeNEeHHBI AKCHEPUMEHT JEMOHCTPHPYET IE€IeCO00pa3sHOCTh INPHUMEHEHHS
pa3paboTaHHOTO METO/1a, TOCKOJIbKY Paclpe/ielieHHe 3a1a4 110 UCTIOJIHSIONIMM yCTPOWCTBAM OKa3bIBAET CYIIECTBEHHOE

BAMsIHKE (710 25 % 110 NTOTraM SKCIEPUMEHTa) Ha CPEHUI OCTaTOYHBIH PECYpC BHIYMCIUTENBEHOTO YCTPOICTRa.

KiaroueBble ciioBa: pecypcoc6epe>1<eHI/Ie, IJIaHUPOBAaHUC BBI‘II/ICJ'ICHI/II\/'I, TYMaHHbIC BbIYHCJICHUA, KPACBbIC BbIYHCIICHUA,

OIITUMMH3aIH.

BaaronapuocTu. ABTOp BhIpaKaeT NMPU3HATEIBHOCTh PYKOBOACTBY MHCTHTYTa MH(GOPMAIIMOHHBIX HAYK ¥ TEXHOJIOTHii
6e3omacHOCTH PoccHIICKOrO TOCYIapCTBEHHOTO TYMaHHTAapHOTO YHHBEPCHTETa 3a IOMOIIb, OKa3aHHYIO B IIPOIECCE

TIOATOTOBKHU ITPOCKTA.

Josi uutupoBanns. Kiumenko A.b. J[ByxkpuTepHanbHBIIE MeTOA oOeclieueHHsl pecypcocOepexeHust B KpaeBoM U
TyMaHHoM  cjosx  cern.  Advanced Engineering Research (Rostov-on-Don). 2023;23(1):85-94.
https://doi.org/10.23947/2687-1653-2023-23-1-85-94

Introduction. Currently, applications using edge and fog network segments are widely used [1-5]. Distributed

computing performed on the nodes of these segments has significant difference from distributed computing performed
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in cloud structures, namely, relatively high topology dynamics and, in addition, the presence of certain distances
between the nodes used. This results in the need to take this parameter into account when modeling the time of
information exchanges between executable tasks. The existence of topology dynamics is explained by the fact that
network edge devices are, as a rule, user devices (including all kinds of sensors, smartphones, laptops, etc.) that belong
to certain people and can be moved, turned off, access to data/resources may be prohibited. At the same time, all of
them depend on the presence of a battery charge (power source) [6, 7]. The fog layer of the network is less dynamic.
However, it is also characterized by all of the above to one degree or another: the occurrence of a certain distance
between nodes with the presence of transit sections of the network, the possible mobility of the nodes themselves, e.g.,
in case of data processing by groups of mobile devices. An interesting example in this sense are groups of low-orbit
satellites that are currently used for data processing, but the nodes are displaced relative to the Earth's surface at a fairly
high speed (access time is on the order of several minutes) and, therefore, the question arises about the routing and
transmission of processing results to ground stations [8].

As part of the issues of resource saving of devices used in the dynamic layers of the network, a number of works
have been published [9-11], in which attention is focused on energy saving. As a rule, the model assumes the
dependence of the consumed energy of the device on its workload [12]. At the same time, such an important factor as
saving the residual computing resource of the device remained outside the focus of research [13].

The residual computing resource of a device is a value that is closely related to such reliability characteristics as the
probability of failure-free operation and gamma-percentage time to failure. Also, the average residual life, taking into

account the use of the exponential law of failure rate distribution, is characterized by the following expression:
1 o0
R(t) = —— | P(x)dx, 1
®=55 j (%) (1)

where P(X) — probability of faultless operation (PFO) of the object during time X .
For the exponential resource distribution law, the PFO is defined as:
P(x)=¢e™, )

where A — hazard rate, A >0.

Then, according to formula (1), the average residual life is determined from the following formula:

R(t)=R= L 3
A

At the same time, there are works devoted to the relationship between the values of PFO, gamma-percentage time to
failure, and the average residual resource on the temperature of the computing element of the device, which, in turn, is
described as a function of the device load [14-16]. The problem of device resource saving can also be posed as the
problem of maximizing the average residual resource of the device.

Thus, the problem of resource saving is considered in recent works either as a task of minimizing the power
consumption of devices, or as a task of saving the residual computing resource.

However, under present-day conditions, it is reasonable to talk about two-criteria optimization of resource
consumption of devices for the following reasons:

— electricity is a renewable but critical resource for the mission of the device, whether it is a sensor of an
information and control system or a controlled mobile device;

— residual computing resource determines the duration of the device's expedient operation, and the operation time,

respectively, is the sum of the missions performed by the device.
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Therefore, the objective of this study was to develop a resource saving method for devices of dynamic network
layers, within which the assessment would be carried out on the basis of two criteria — power consumption and
computing resource consumption of the device.

Materials and Methods. Let us define the concept of “mission of a group of devices” as a predetermined sequence
of solving by a group of devices a complex of computational tasks related to information exchanges. The mission of a
group of devices can be described by an acyclic graph, whose vertices will be weighted by the complexity of the tasks,
and the arcs, respectively, will determine the limits of the sequence and the amount of data transmitted by the tasks. Let
the mission be described by graph W = {w, z, | }, where w; — complexity of the task, z; — proportion of the task
completed by the time of the topology change, | — matrix of data volumes transferred between tasks. A group of
devices in a dynamic network layer is described by a set of graphs, each of which defines the topology of the network at
time ti. We assume that the mission execution time includes a certain time interval with discrete instants of time [to, t1,
...t], each of which corresponds to the topology graph Gi={<pjj, e, Rij>, H}, j=I...m, pij — performance of the j-th
node of the i-th topology, ej; — energy resource of the j-th node of the i-th topology, Rij— average residual computing
resource of the j-th node of the i-th topology, m — number of devices in a group, H — matrix of network connections
between nodes. We also assume that at each subsequent time ti+1, for graphs Gi+1 and G;, the following is true: at least
one of the vertices belonging to Gi, will be contained in Gi+1, which is required to continue the mission.

We also assume that if the topology graph changes at time ti+4, it is possible to reassign tasks that were performed in
the i- th topology on the nodes that ceased to exist at i+1 time, to any of the available topology nodes i+1. At the same
time, we make the assumption that the tasks transferred to new nodes start to be executed at the same place where their
execution was interrupted.

Estimation of the residual computational resource will be implemented as follows: to estimate the PFO of the device

of the fog layer, we will use the expressions proposed in [17, 18]:

kD

A=0h,-20, 4)
where D — calculator load (in fractions).

[ J ®)

pj ' tconstra int

where W, — complexity of the work performed.

Accordingly, PFO (t) can be estimated, as well as the average residual resource:

g t-2K010 o t.2KWI0 Pteonstraint

Pt)=e™ =¢ =e , (6)
where teonstraint — time limit for which the task must be completed by the node to meet the mission time limit ty.
When estimating the residual energy resource, we also assume that the energy consumption is proportional to the
workload of the computing node, and there are no more energy costs:
Ej,=E,—¢D, @

where EjO — initial level of energy available, Ejm — residual level, & — coefficient expressing the relationship

between the load of the computing element and its energy consumption.
The result of the operation of the two-criteria method for ensuring resource saving will be a sequence of
distributions of still unsolved mission tasks over time [to, ti.1] by topology G; taking into account the fact that some of

the tasks that are in the process of being solved on the nodes inherited from topology Gi.1, remain at their places and are

not transferred: A={A};
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A=t . ®)

Matrix A4 describes the distribution of unsolved problems for which z<1. At the same time, the number of nodes
corresponds to new topology Gi. Nodes inherited from Gi.1, are renumbered and occupy indices starting from 1.

Since the mission may involve more than one topology, we will decompose the problem as follows: we will use the
“greedy” policy and assume that a satisfying solution (minimization of resource consumption, estimated by two chosen
criteria) can be obtained, if for each topology, we choose the best solution.

That is, the task model will have the following form: Vg,,z <1t >0 to get such A; that R(tm)
R;(t,) — max,e,(t,) —> max, mpu max(A; )<t .

Consider the possible priority of the formulated objective functions. For each individual topology, it is required to
minimize both the power consumption and the consumption of computing resources. In some special cases, the
coincidence of optimization goals for two criteria can be achieved. Specifically, the task is distributed to the node in
such a way that it will provide it with the minimum workload of the computational element and at the same time the
minimum power consumption.

However, this situation is not always possible. For example, there is a node loaded less than other calculations, but
at the same time its energy resource is almost exhausted. By assigning a task to it, we jeopardize the mission (or it is
necessary to change topologies as the supply of electricity runs out), and by assigning a task to a more loaded node, we
worsen the value of the residual computing resource criterion. The opposite situation can also occur: a node with a large
residual power resource may have a low residual computing resource as a result of participating in previous device
missions.

Therefore, it is advisable to rank the objective function (OF) in terms of importance, on the basis of which to select a
further solution method.

For critical missions, the battery life of the device plays a leading role [19-21]. Accordingly, the OF that determines
the residual computing resource can be reduced to an additional constraint. Uncompleted mission tasks will be
redistributed depending on the remaining battery charge.

It should be noted that the above is also true for missions that do not have critical execution. In the event that the
device loses battery power without completing the mission, it may be lost. Then the optimization of the computing
resource will become meaningless.

On the other hand, by reducing the residual computational resource to a limitation, the solution may not be obtained
at all due to the lack of available nodes whose characteristics would satisfy it.

Research Results. Multicriteria optimization problems, as a rule, are reduced to solving one or more single-criteria
problems. In this case, it is more expedient to leave one OF, and present the second one as a constraint.

For the system under consideration, the fulfillment of the mission is critical for each node; therefore, we transform
the OF for energy consumption into a restriction, the implementation of which will cut off unacceptable options for
distributing tasks among the nodes. Further, within the framework of the resulting set of nodes, the distribution will
occur with minimization of the consumption of the residual computing resource.

Let us describe the main stages of the two-criteria method for ensuring resource saving as the basic result of the
study:

— on the existing Gi-topology, select nodes that have sufficient energy resources to complete the mission without

changing the topology;
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— distribute mission tasks among selected nodes in such a way as to minimize the consumption of computing
resources for idle nodes, to which unsolved tasks will be attached.

It is possible to rank the nodes obtained at the first step of the method in descending order of the availability of an
energy resource. But then, by distributing tasks primarily among nodes with the maximum amount of energy resource,
there may be a deterioration in the values of the residual computing resource criterion.

Let us illustrate the dependence of the PFO values of devices on the selection of a node for solving the problem (in
this experiment, we compare the states of the nodes under the transmission of incoming data and during their
processing).

The topology is shown in Figure 1.

Fog node
100

Edge device
100 Fog Layer Cloud
Broker 1,000
500
Fog node
300

Fig. 1. Experimental fragment of network topology

The experiment was carried out for 10-time intervals, each of which was 100 hours with the following parameter
values: Wreceive (amount of data received by the task) — 500 units, Wsend (amount of data sent by the task) —
100 units, Wprocess (data processing complexity) — 150 units, Tdecl (time allotted for solving the task) — 50 units.

The following are graphs of PFO nodes depending on whether the node processes data or only transmits it (Fig. 2-5).
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Fig. 2. Comparison of PFO values for node 1 under data processing (Ppl)
and when transferring data (Ptrl)
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Fig. 3. Comparison of PFO values for node 2 under data processing (Pp2) and when transferring data (Ptr2)
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Fig. 4. Comparison of PFO values for node 3 under data processing (Pp3) and when transferring data (Ptr3)
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100 200 300 400 500 600 700 800 900 1,000 Time, h

Fig. 5. Comparison of PFO values for node 4 under data processing (Pp4) and when transferring data (Ptr4)

Further, Figure 6 shows comparison of differences in the values of the average residual computing resource.
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Node number

Fig. 6. Comparison of average residual resource values for nodes 1-4 during data transit
(Remain_transit) and under data processing (Remain_perform)

Discussion and Conclusions. The article proposes a two-criteria method for ensuring resource saving in the edge
and fog layers of the network. It differs from those previously presented in the subject area of organizing distributed
computing in the dynamic layers of the network in the following. The proposed method takes into account both the state
of the battery of the device (which is critical for the mission) and the residual resource of the computing device (what
affects the duration of the appropriate use of the device outside the mission).

The developed method is based on the formulated problem of two-criteria optimization, which is then proposed to
be reduced to a single-criteria one through converting the objective function of the energy resource balance into a
constraint.

The nodes that are not suitable for the battery level are cut off in advance. Then there is a distribution of tasks
according to the criterion of the residual computing resource.

The conducted experiment makes it possible to compare the results of task distribution over nodes in the presence of
information interactions between tasks. It is clearly shown that the method of task distribution affects significantly the
value of the residual resource of a computing device (up to 25 %). Thus, it is possible to improve the resource

consumption indicators of devices involved in calculations in the edge and fog layers of the network.
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