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Abstract 

Introduction. At present, the concepts of fog and edge computing are used in a wide range of applications of various 

kinds. One of the key problems in the organization of computing in groups of mobile devices that make up the edge/fog 

layer is the mission assurance based on battery power availability. In this context, a lot of developments aimed at energy 

saving of device systems have been presented to date. However, one important aspect remains beyond the consideration 

of the problem of resource saving, namely, the issue of saving the residual resource of a computing device. The aim of 

this research is to formalize the workload distribution problem as two-criteria optimization problem, and to develop the 

basic solution technique. 

Materials and Methods. Within the framework of this article, an approach to resource saving is proposed. It is based on 

the evaluation of two device criteria: battery life and residual resource of a computing device. The residual resource of a 

computing device can be estimated using the probability of failure-free operation of the device, or as the reciprocal of 

the failure rate, taking into account that the exponential law of failure distribution is used in the simulation. From this, a 

model of the problem of two-criteria optimization is formulated, taking into account the dynamics of the network 

topology in the process of performing a user mission. The topology dynamics is reflected in the model as a sequence of 

topologies, each of which corresponds to a certain period of time of the system operation. 

Results. Based on the proposed model of the two-criteria optimization problem, a method was proposed for resource 

saving in the edge and foggy layers of the network. It reflected the specifics of the dynamic layers of the network, and 

also took into account the importance of the criteria for estimating the consumption of device resources. An experiment 

was conducted to evaluate the impact of the method of distributing tasks over a network cluster on the probability of 

failure-free operation of devices and on the average residual resource. 

Discussion and Conclusions. The conducted experiment has demonstrated the feasibility of using the developed 

method, since the distribution of tasks among executing devices had a significant impact (up to 25 % according to the 

results of the experimen  t) on the average residual resource of a computing device. 
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Аннотация 

Введение. В настоящее время концепции туманных и краевых вычислений используются широким кругом 

приложений самой различной направленности. Одной из ключевых проблем организации вычислений в 

группах мобильных устройств, составляющих краевой/туманный слой, является обеспечение выполнения 

миссии на основе наличия заряда батареи. В связи с этим к настоящему времени представлено немало 

разработок, направленных на энергосбережение систем устройств. Однако очень важный аспект остается за 

рамками рассмотрения проблемы ресурсосбережения, а именно — вопрос сбережения остаточного ресурса 

вычислительного устройства. Целью данного исследования является формализация задачи распределения 

нагрузки как двухкритериальной задачи оптимизации и выбор базового метода ее решения. 

Материалы и методы. В рамках данной статьи предлагается подход к ресурсосбережению на основе 

оценивания двух критериев устройств: ресурса батареи и остаточного ресурса вычислительного устройства. 

Остаточный ресурс вычислительного устройства может быть оценен при помощи значений вероятности 

безотказной работы устройства или как величина, обратная интенсивности отказов с учетом того, что при 

моделировании используется экспоненциальный закон распределения отказов. На основе этого 

сформулирована модель задачи двухкритериальной оптимизации с учетом динамики топологии сети в процессе 

выполнения пользовательской миссии. Динамика топологии отражена в модели как последовательность 

топологий, каждая из которых соответствует определенному отрезку времени функционирования системы.  

Результаты исследования. На основании представленной модели задачи двухкритериальной оптимизации 

предложен метод обеспечения ресурсосбережения в краевом и туманном слое сети, отражающий специфику 

динамических слоев сети, а также учитывающий важность критериев оценивания расхода ресурсов устройств. 

Проведен эксперимент, позволяющий оценить влияние способа распределения задач по сетевому кластеру на 

вероятность безотказной работы устройств и на средний остаточный ресурс.  

Обсуждение и заключения. Проведенный эксперимент демонстрирует целесообразность применения 

разработанного метода, поскольку распределение задач по исполняющим устройствам оказывает существенное 

влияние (до 25 % по итогам эксперимента) на средний остаточный ресурс вычислительного устройства. 

Ключевые слова: ресурсосбережение, планирование вычислений, туманные вычисления, краевые вычисления, 

оптимизация. 
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Introduction. Currently, applications using edge and fog network segments are widely used [1–5]. Distributed 

computing performed on the nodes of these segments has significant difference from distributed computing performed 

mailto:Anna_klimenko@mail.ru
https://doi.org/10.23947/2687-1653-2023-23-1-85-94
https://orcid.org/0000-0001-6527-8108


AB Klimenko. Two-Criteria Technique for the Resource-Saving Computing in the Fog and Edge Network Tiers  

 

In
fo

rm
at

io
n
 T

ec
h
n
o
lo

g
y
, 

C
o
m

p
u
te

r 
S

ci
en

ce
 a

n
d
 M

an
ag

em
en

t 

87 

in cloud structures, namely, relatively high topology dynamics and, in addition, the presence of certain distances 

between the nodes used. This results in the need to take this parameter into account when modeling the time of 

information exchanges between executable tasks. The existence of topology dynamics is explained by the fact that 

network edge devices are, as a rule, user devices (including all kinds of sensors, smartphones, laptops, etc.) that belong 

to certain people and can be moved, turned off, access to data/resources may be prohibited. At the same time, all of 

them depend on the presence of a battery charge (power source) [6, 7]. The fog layer of the network is less dynamic. 

However, it is also characterized by all of the above to one degree or another: the occurrence of a certain distance 

between nodes with the presence of transit sections of the network, the possible mobility of the nodes themselves, e.g., 

in case of data processing by groups of mobile devices. An interesting example in this sense are groups of low-orbit 

satellites that are currently used for data processing, but the nodes are displaced relative to the Earth's surface at a fairly 

high speed (access time is on the order of several minutes) and, therefore, the question arises about the routing and 

transmission of processing results to ground stations [8]. 

As part of the issues of resource saving of devices used in the dynamic layers of the network, a number of works 

have been published [9–11], in which attention is focused on energy saving. As a rule, the model assumes the 

dependence of the consumed energy of the device on its workload [12]. At the same time, such an important factor as 

saving the residual computing resource of the device remained outside the focus of research [13]. 

The residual computing resource of a device is a value that is closely related to such reliability characteristics as the 

probability of failure-free operation and gamma-percentage time to failure. Also, the average residual life, taking into 

account the use of the exponential law of failure rate distribution, is characterized by the following expression: 

 
1

( ) ( )
( )

R P x dx
P





 
 

, (1) 

where )(xP  — probability of faultless operation (PFO) of the object during time x . 

For the exponential resource distribution law, the PFO is defined as: 

 ( ) xP x e ,  (2) 

where   — hazard rate, 0 . 

Then, according to formula (1), the average residual life is determined from the following formula: 

 
1

( )R R  


. (3) 

At the same time, there are works devoted to the relationship between the values of PFO, gamma-percentage time to 

failure, and the average residual resource on the temperature of the computing element of the device, which, in turn, is 

described as a function of the device load [14–16]. The problem of device resource saving can also be posed as the 

problem of maximizing the average residual resource of the device. 

Thus, the problem of resource saving is considered in recent works either as a task of minimizing the power 

consumption of devices, or as a task of saving the residual computing resource. 

However, under present-day conditions, it is reasonable to talk about two-criteria optimization of resource 

consumption of devices for the following reasons: 

 electricity is a renewable but critical resource for the mission of the device, whether it is a sensor of an 

information and control system or a controlled mobile device; 

 residual computing resource determines the duration of the device's expedient operation, and the operation time, 

respectively, is the sum of the missions performed by the device. 
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Therefore, the objective of this study was to develop a resource saving method for devices of dynamic network 

layers, within which the assessment would be carried out on the basis of two criteria — power consumption and 

computing resource consumption of the device. 

Materials and Methods. Let us define the concept of “mission of a group of devices” as a predetermined sequence 

of solving by a group of devices a complex of computational tasks related to information exchanges. The mission of a 

group of devices can be described by an acyclic graph, whose vertices will be weighted by the complexity of the tasks, 

and the arcs, respectively, will determine the limits of the sequence and the amount of data transmitted by the tasks. Let 

the mission be described by graph W = {wl, zl, I }, where wl — complexity of the task, zl — proportion of the task 

completed by the time of the topology change,  I — matrix of data volumes transferred between tasks. A group of 

devices in a dynamic network layer is described by a set of graphs, each of which defines the topology of the network at 

time ti. We assume that the mission execution time includes a certain time interval with discrete instants of time [t0, t1, 

…tk], each of which corresponds to the topology graph Gi={<pij , eij, Rij>, H}, j=1…m, pij — performance of the j-th 

node of the i-th topology, eij — energy resource of the j-th node of the i-th topology,  Rij — average residual computing 

resource of the j-th node of the i-th topology,  m — number of devices in a group, H — matrix of network connections 

between nodes. We also assume that at each subsequent time ti+1, for graphs Gi+1 and Gi, the following is true: at least 

one of the vertices belonging to Gi, will be contained in Gi+1, which is required to continue the mission.  

We also assume that if the topology graph changes at time ti+1, it is possible to reassign tasks that were performed in 

the i- th topology on the nodes that ceased to exist at i+1 time, to any of the available topology nodes i+1. At the same 

time, we make the assumption that the tasks transferred to new nodes start to be executed at the same place where their 

execution was interrupted.  

Estimation of the residual computational resource will be implemented as follows: to estimate the PFO of the device 

of the fog layer, we will use the expressions proposed in [17, 18]: 

 10
0 2

kD

    ,  (4) 

where D — calculator load (in fractions).  

 
int

i

j constra

w
D

p t



,  (5) 

where iw  — complexity of the work performed. 

Accordingly, PFO (t) can be estimated, as well as the average residual resource: 

 
/10/10 int

0 02 2
( )

kw ptkD constrat ttP t e e e
        ,  (6) 

where tconstraint — time limit for which the task must be completed by the node to meet the mission time limit tm. 

When estimating the residual energy resource, we also assume that the energy consumption is proportional to the 

workload of the computing node, and there are no more energy costs: 

 0jm jE E D   ,  (7) 

where 0jE  — initial level of energy available, jmE  — residual level,   — coefficient expressing the relationship 

between the load of the computing element and its energy consumption. 

The result of the operation of the two-criteria method for ensuring resource saving will be a sequence of 

distributions of still unsolved mission tasks over time [t0, ti-1] by topology Gi taking into account the fact that some of 

the tasks that are in the process of being solved on the nodes inherited from topology Gi-1, remain at their places and are 

not transferred: }{ iAA  ;  
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11 ... ...

... ...

... ...

i lj

lk

t

A t

t

 .  (8) 

Matrix А describes the distribution of unsolved problems for which zl<1. At the same time, the number of nodes 

corresponds to new topology Gi. Nodes inherited from Gi-1, are renumbered and occupy indices starting from 1.  

Since the mission may involve more than one topology, we will decompose the problem as follows: we will use the 

“greedy” policy and assume that a satisfying solution (minimization of resource consumption, estimated by two chosen 

criteria) can be obtained, if for each topology, we choose the best solution. 

That is, the task model will have the following form: , 1, 0l l ig z t    to get such Ai, that R(tm)

( ) max, ( ) maxj m j mR t e t  , при max( )ijk mA t . 

Consider the possible priority of the formulated objective functions. For each individual topology, it is required to 

minimize both the power consumption and the consumption of computing resources. In some special cases, the 

coincidence of optimization goals for two criteria can be achieved. Specifically, the task is distributed to the node in 

such a way that it will provide it with the minimum workload of the computational element and at the same time the 

minimum power consumption. 

However, this situation is not always possible. For example, there is a node loaded less than other calculations, but 

at the same time its energy resource is almost exhausted. By assigning a task to it, we jeopardize the mission (or it is 

necessary to change topologies as the supply of electricity runs out), and by assigning a task to a more loaded node, we 

worsen the value of the residual computing resource criterion. The opposite situation can also occur: a node with a large 

residual power resource may have a low residual computing resource as a result of participating in previous device 

missions. 

Therefore, it is advisable to rank the objective function (OF) in terms of importance, on the basis of which to select a 

further solution method. 

For critical missions, the battery life of the device plays a leading role [19–21]. Accordingly, the OF that determines 

the residual computing resource can be reduced to an additional constraint. Uncompleted mission tasks will be 

redistributed depending on the remaining battery charge. 

It should be noted that the above is also true for missions that do not have critical execution. In the event that the 

device loses battery power without completing the mission, it may be lost. Then the optimization of the computing 

resource will become meaningless. 

On the other hand, by reducing the residual computational resource to a limitation, the solution may not be obtained 

at all due to the lack of available nodes whose characteristics would satisfy it. 

Research Results. Multicriteria optimization problems, as a rule, are reduced to solving one or more single-criteria 

problems. In this case, it is more expedient to leave one OF, and present the second one as a constraint. 

For the system under consideration, the fulfillment of the mission is critical for each node; therefore, we transform 

the OF for energy consumption into a restriction, the implementation of which will cut off unacceptable options for 

distributing tasks among the nodes. Further, within the framework of the resulting set of nodes, the distribution will 

occur with minimization of the consumption of the residual computing resource. 

Let us describe the main stages of the two-criteria method for ensuring resource saving as the basic result of the 

study: 

 on the existing Gi-topology, select nodes that have sufficient energy resources to complete the mission without 

changing the topology; 
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 distribute mission tasks among selected nodes in such a way as to minimize the consumption of computing 

resources for idle nodes, to which unsolved tasks will be attached. 

It is possible to rank the nodes obtained at the first step of the method in descending order of the availability of an 

energy resource. But then, by distributing tasks primarily among nodes with the maximum amount of energy resource, 

there may be a deterioration in the values of the residual computing resource criterion. 

Let us illustrate the dependence of the PFO values of devices on the selection of a node for solving the problem (in 

this experiment, we compare the states of the nodes under the transmission of incoming data and during their 

processing). 

The topology is shown in Figure 1. 

 

Fig. 1. Experimental fragment of network topology 

The experiment was carried out for 10-time intervals, each of which was 100 hours with the following parameter 

values: Wreceive (amount of data received by the task) — 500 units, Wsend (amount of data sent by the task) — 

100 units, Wprocess (data processing complexity) — 150 units, Tdecl (time allotted for solving the task) — 50 units.  

The following are graphs of PFO nodes depending on whether the node processes data or only transmits it (Fig. 2–5).  

 
Fig. 2. Comparison of PFO values for node 1 under data processing (Pp1) 

and when transferring data (Ptr1)  
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Fig. 3. Comparison of PFO values for node 2 under data processing (Pp2) and when transferring data (Ptr2) 

 
Fig. 4. Comparison of PFO values for node 3 under data processing (Pp3) and when transferring data (Ptr3) 

 
Fig. 5. Comparison of PFO values for node 4 under data processing (Pp4) and when transferring data (Ptr4) 

 

 

Further, Figure 6 shows comparison of differences in the values of the average residual computing resource. 
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Fig. 6. Comparison of average residual resource values for nodes 1–4 during data transit  

(Remain_transit) and under data processing (Remain_perform)  

Discussion and Conclusions. The article proposes a two-criteria method for ensuring resource saving in the edge 

and fog layers of the network. It differs from those previously presented in the subject area of organizing distributed 

computing in the dynamic layers of the network in the following. The proposed method takes into account both the state 

of the battery of the device (which is critical for the mission) and the residual resource of the computing device (what 

affects the duration of the appropriate use of the device outside the mission). 

The developed method is based on the formulated problem of two-criteria optimization, which is then proposed to 

be reduced to a single-criteria one through converting the objective function of the energy resource balance into a 

constraint. 

The nodes that are not suitable for the battery level are cut off in advance. Then there is a distribution of tasks 

according to the criterion of the residual computing resource. 

The conducted experiment makes it possible to compare the results of task distribution over nodes in the presence of 

information interactions between tasks. It is clearly shown that the method of task distribution affects significantly the 

value of the residual resource of a computing device (up to 25 %). Thus, it is possible to improve the resource 

consumption indicators of devices involved in calculations in the edge and fog layers of the network.  
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