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Abstract

Introduction. Computer vision is widely used for semantic segmentation of Earth remote sensing (ERS) data. The method
allows monitoring ecosystems, including aquatic ones. Algorithms that maintain the quality of semantic segmentation of
ERS images are in demand, specifically, to identify areas with phytoplankton, where water blooms— the cause of
suffocation — are possible. The objective of the study is to create an algorithm that processes satellite data as input
information for the formation and checking of mathematical models of hydrodynamics, which are used to monitor the
state of water bodies. Various algorithms for semantic segmentation are described in the literature. New research focuses
on enhancing the reliability of recognition — often using neural networks. This approach is modified in the presented
work. To develop the direction, a new set of information from open sources and synthetic data are proposed. They are
aimed at improving the generalization ability of the model. For the first time, the contour area of the phytoplankton
population is compared to the database — and thus the boundary conditions are formed for the implementation of
mathematical models and the construction of boundary-adaptive grids.

Materials and Methods. The set of remote sensing images was supplemented with the author's augmentation algorithm
in Python. Computer vision segmented areas of phytoplankton populations in the images. The U-Net convolutional neural
network (CNN) was trained on the basis of NVIDIA Tesla T4 computing accelerators.

Results. To automate the detection of phytoplankton distribution areas, a computer vision algorithm based on the U-Net
CNN was developed. The model was evaluated by the calculated values of the main quality metrics related to
segmentation tasks. The following metric values were obtained: Precision = 0.89, Recall = 0.88, F1 = 0.87, Dice = 0.87,
and IoU = 0.79. Graphical visualization of the results of CNN learning on the training and validation sets showed good
quality of model learning. This is evidenced by small changes in the loss function at the end of training. The segmentation
performed by the model turned out to be close to manual marking, which indicated the high quality of the proposed
solution. The area of the segmented region of the phytoplankton population was calculated by the area of one pixel. The
result obtained for the original image was 51202.5 (based on information about the number of pixels related to the bloom
of blue-green algae). The corresponding result of the modeling was 51312.

Discussion and Conclusion. The study expands theoretical and practical knowledge on the use of convolutional neural
networks for semantic segmentation of space imagery data. Given the results of the work, it is possible to assess the
potential for automating the process of semantic segmentation of remote sensing data to determine the boundaries of
phytoplankton populations using artificial intelligence. The use of the proposed computer vision model to obtain contours
of water bloom due to phytoplankton will provide for the creation of databases — the basis for environmental monitoring
of water resources and predictive modeling of hydrobiological processes.

Keywords: environmental monitoring of water resources, phytoplankton boundaries, water bloom contour, blue-green
algae bloom, space image data segmentation
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AHHOTANNSA

Beedenue. KoMnploTepHOE 3peHHUE MIMPOKO HCIIOIB3YETCS UII CEMAaHTHIECKON CErMEHTAIMN JaHHBIX JUCTaHIIMOHHOTO
souaupoBanus e (JI33). MeToa mo3BosisieT KOHTPOJIUPOBATh SKOCHCTEMBI, B TOM YHUCIIe BOJIHBIC. BocTpeOoBaHbI
AJITOPUTMBI, 00ECTIeUNBAIOIINE KaYe€CTBO CEMAaHTHIECKON CerMEHTAIlnN CHUMKOB J133, B 4aCTHOCTH, [UIS BBISIBIICHUS 00-
JlacTel ¢ PUTOTUIAHKTOHOM, TJIe BO3MOXKHO IIBETEHHE BOJIBI — MPUYMHA 3aMOpoB. L{enb nccnenoBanmst — co3iaHue aj-
ropuTMa, 00padaThIBAIOIIETO CITyTHUKOBBIE TaHHBIE KaK BXOAHYIO HH(MOpMAIHIO It GOPMUPOBAHUS U BEPUPHUKAIINN
MaTeMaTH4eCcKHX MOJENIEH THAPOANHAMUKH, M0 KOTOPBIM OTCIIEKHBAETCS COCTOSTHHE BOJHBIX 00BEKTOB. B murepatype
OIIMCAHBI PA3INYHBIC AJITOPUTMBI CEMaHTHUYECKOH cermeHTannu. HoBble rcciiefoBaHus cOCPEeOTOUEHB! Ha TTOBBIIICHAN
HaJEKHOCTH paclo3HaBaHUs — Yallle ¢ IOMOIIbI0 HeWpoceTel. DTOT MOAX0] COBEPLICHCTBYETCS B MPEACTaBICHHON
pabore. /Iy pa3BUTHS HAIIPaBICHMS MIPEATIAraloTCsl HOBBIN HA0OP CBEACHHH N3 OTKPBITHIX HCTOYHUKOB U CHHTETHUECKHE
JaHHBIC JIS YITy4IleHHus: 0000maroniel ciocoOHocTH Moiesii. BriepBbie 00:1acTh KOHTYypa (UTOILIAHKTOHHOM MOITYJIsI-
IIIM CPaBHHUBACTCS ¢ 0a301 NaHHBIX — M TaK (JOPMUPYIOTCS] TPAaHUIHBIC YCIIOBHS JUTA peaTi3alliil MaTeMaTHIECKIX MO-
Jieneit 1 MOCTPOEeHUs TPAaHUYHO-a/JalITUBHBIX CETOK.

Mamepuanst u memoowt. Habop caruMkoB J[33 TOTTOTHUIN C IIOMOIIBIO aBTOPCKOTO ayTMEHTAIMOHHOTO ajJrOpUTMa Ha
s3b1ke Python. KoMmibroTepHoOe 3peHne cerMeHTHpOBaIIo 001aCTH (PUTOTUIAHKTOHHBIX TOMYJISIUIA Ha CHUMKaX. CBepTod-
Hyto HefipoHHyto ceTh (CHC) U-Net o0yunnu Ha 6a3e yckopureneit Beraucienniit NVIDIA Tesla T4.

Pesynomamut uccnedosanusn. Jlns aBTomMatusanuy oOHapysKeHHs1 001acTell pacpocTpaHeHus (UTOIUIAHKTOHA pa3pa-
00TaH aNTOPUTM KOMIBIOTEpHOTO 3peHus, ocHoBaHHBIH Ha CHC U-Net. Mozenp OLeHIITH 110 BEIYUCICHHBIM 3HAYCHUSIM
OCHOBHBIX METPHK KauyecTBa, OTHOCSIIMXCS K 3aJadaM CerMeHTanuu. [loiydeHbl ciexyrommue 3HayeHUs METpPHK:
Precision = 0,89, Recall = 0,88, F1 = 0,87, Dice = 0,87 u IoU = 0,79. I'paduueckas Bu3yanusaius pe3yabTaToB 00yICHHUS
CHC Ha obyuaromieM 1 BIMAAIMOHHOM Ha0Opax MoKa3ajia Xopouiee kKauecTBo 00ydeHust Moenn. O0 3TOM CBUIIETENb-
CTBYIOT MaJible M3MEHEeHHUs (YHKIHMHU MOTEepPb B KOHLE OOyueHHs. BbINOIHEHHAss MOJENbI0 CerMeHTalusl 0Ka3alach
6Ji3Ka K pyYHOH pa3MeTKe, 4TO TOBOPHUT O BEICOKOM KadeCTBE MPEUI0KEHHOT0 penteHus. [1o roniaagym oqHoro nukcens
paccUnTaH IJIOIIAAb CErMEHTUPOBAHHOM 00J1acTH (PUTOIIAHKTOHHOM MonyJIsiiuy. [lomy4eHHbIi pe3yabTaT Al UCXO-
HOTO M300pakeHUss — 51202,5 (o mHPOPMAINU O KOIMIECTBE IMHUKCEICH, OTHOCAIINXCS K BETCHHIO CHHE-3EJICHBIX
Bozopocieit). CooTBETCTBYIONINI UTOT MOAETHpoBaHus — 51312,

Obcyancoenue u 3axkniouenue. ViccienoBanue paciupsieT TEOPETHIECKHE U MPAKTHIECKHIE 3HAHUS O IIPIMEHEHHH CBEp-
TOYHBIX HeﬁpOHHBIX ceTen JIISL CEMaHTUYECKOM CErMCEHTAalMH JaHHBIX KOCMHWYECKUX CHHUMKOB. YyuThIBass UTOTU pa6OTI>I,
MOJKHO OIICHUTPH ITOTCHIMAJ aBTOMATH3AIMH MPOIEcca CEMAaHTHYECKONW CerMEHTaluu AaHHbIX 33 mmst ompeneneHus
rpaHul (UTOILTAHKTOHHBIX MOMYJISILIKI C TOMOIBIO HCKYCCTBEHHOT'O MHTEIUIEKTA. [IprMeHeH e peioxKeHHOH Moienu
KOMITBIOTEPHOTO 3PEHUS JUTSA TOTyYeHHsI KOHTYPOB IIBETCHUSI BOJBI M3-3a (DUTOTUIAHKTOHA ITO3BOJIUT CO3/1aTh 0a3bl 1aH-
HBIX — OCHOBY IJIs1 OKOJIOTHYCCKOI'O MOHUTOPHUHI'a BOAHBIX PECYPCOB U MPOTHOCTUYCCKOT'O MOJACITIUNPOBAHUSA FI/I)IpO6I/IO-

JIOTUYCCKUX MTPOLECCOB.
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KiroueBble ci10Ba: 3KOJIOrHUECKUH MOHUTOPUHT BOJHBIX PECYPCOB, TPAHHIIBI (PUTOIUIAHKTOHA, KOHTYP [[BETEHHS BOJIBL,
LIBETCHHE BOJIBI U3-3a CHHE-3EIICHBIX BOJOPOCIEH, CETMEHTALMs] JAHHBIX KOCMUYECKAX CHUMKOB

Baaronapuoctn. ABTOphI OJarojapaT Hay4HOrO KOHCYJbTaHTa MpPOEKTa wieHa-koppecnonaeHra PAH, nokropa
(u3nKO-MaTeMaTHIeCKUX HayK, mpodeccopa A.W. CyxuHoBa.

duHaHcupoBaHue. lccnenoBanue BHITIONIHEHO MPH (HUHAHCOBOM mMojiepkke Poccuiickoro HaydHoro ¢onga (rpaHt
PH® Ne22-71-10102 «MaremaTudecKie MOICTH W IMapauUleNbHBIE aJTOPUTMBI IUIS TPOTHO3HPOBAHUS TUHAMHUKA
(DUTOINIAHKTOHHBIX TOMYJSIUHA B MOPCKHX CHCTEMax C y4eToM OOMEHa KHCIIOPOAOM M YIJIEKHCIBIM Ta30M Ha
CYTIEPKOMITBIOTEPHBIX BEIYUCIUTEIFHBIX CHCTEMAX ).

Jna mutupoBanus. benosa 10.B., Pa3seea 1.®., Paxumbaera E.O. Pa3paboTka anropurMa ceMaHTHUECKOM CETMEHTAIU
JAHHBIX UCTAHIIMOHHOTO 30HIMPOBAHUS 3EMIIH I ONpeesIeHIs (PUTOINIAHKTOHHBIX HOIy siuuit. Advanced Engineering
Research (Rostov-on-Don). 2024;24(3):283-292. https://doi.org/10.23947/2687-1653-2024-24-3-283-292

Introduction. Automated algorithms for processing information received from satellites are needed in various
fields of activity. Solving fundamental and applied problems of ecology requires segmentation of regions in accordance
with the focus of attention of researchers. This optimizes the process of studying and modeling hydrobiological
processes. An example of such local interest is the bloom of water due to the spread of phytoplankton. The phenomenon
is important for current and complex monitoring of water resources. It is clearly visible from satellites during remote
sensing of the Earth (ERS).

Water bloom affects significantly its quality in surface sources used for domestic water supply systems [1]. The
reaction of phytoplankton populations in the hydrological environment can reliably assess the general state of the aquatic
ecosystem [2]. The negative consequences of uncontrolled algae growth are mass death of fish (suffocation), increased
load on water purification plants [3], and pollution of shores and beaches [4].

Systematic measurements at automatic water quality monitors, as well as obtaining data from research expeditions,
are labor-intensive and expensive activities. An additional source of information on the state of the phytoplankton
community is modern satellite systems equipped with survey instruments. They allow remote recording of the state of the
algae biomass, tracking its dynamics in a given time period.

A significant advantage of satellite data as a tool for monitoring water resources is the possibility of full-scale and
operational control at any point on Earth. A wide view of the water area, as a rule, gives researchers a significant amount
of useful information. But, despite the active development of systems based on computer vision algorithms, the problem
of identifying the contours of regions of interest in remote sensing data has not yet been fully solved.

Good results are obtained by various algorithms of semantic segmentation on images. With their help, it is possible to
identify and clarify the boundaries and structure of natural objects. In [5], the efficiency of the LBP method (local binary
patterns) for recognizing objects consisting of curvilinear contours is shown. LBP provides high edge sharpness and detail
of Earth satellite sensing data. In [6], it is noted that to increase the reliability of recognition, it is required to combine
artificial intelligence algorithms and such classical methods of image edge detection as Sobel, Kirsch and Laplace
operators. In [7], a comprehensive approach is proposed for semantic processing of satellite images of unlimited size
using U-Net neural network models, which showed an F1-score value from 0.78 to 0.91 when detecting objects.

Paper [8] provides an overview of intelligent methods for solving the problem of semantic segmentation of data on
satellite images. The authors conclude that in this case, neural network algorithms are the most effective and productive.
As an example, a convolutional neural network (CNN) is given, trained on several thousand satellite images of
Massachusetts (USA). The accuracy of the model was 85.31%. In [9], semantic segmentation, instance segmentation, and
panoptic segmentation are considered. The advantages of using deep learning methods implemented in the architectures
of such CNN as SegNet, U-Net, and DeepLab are specified. In [10], automated processing of satellite images is based on
a combination of the SpaceNet dataset and progress in computer vision which are made possible by deep learning. This
paper presents five approaches based on improvements to the U-Net and Mask R-Convolutional Neural Networks models.
The metric values for the best models are as follows: average precision (AP) and average recall (AR) are 0.937 and 0.959,
respectively. An effective application of CNN for detecting contrails on satellite images is described in [11]. It is proven
that in large-scale monitoring of contrails with measurement of their impact on climate, the approach based on CNN of
U-Net architecture demonstrates F1-score equal to 0.52, with an overall average detection probability of 0.51.
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The 2023 models Segment Anything (SAM), Language-Segment-Anything (Lang-SAM), and HQ-SAM are of
particular interest. These are dynamic deep learning tools that can predict object masks from images using input hints.
Several researchers have already applied this approach to the analysis of aerial photographs and ERS data. The accuracy
of identifying areas of interest has proven to be high [12]. In [13], the F1- score value reaches 86.5%+4.1%. In the future,
models of similar architecture with various modifications (Polyp-SAM, Grounding DINO, etc.) will provide for both
interactive (requiring user intervention) and automatic segmentation.

Intelligent technologies are increasingly being introduced to process remote sensing data. High accuracy of models is
noted. Particular attention is paid to methods based on such CNN as SegNet, U-Net, DeepLab in combination with
classical methods of image preprocessing. A generalized approach to segmentation is actively developing.

This paper considers the solution to a problem in the ERS data assimilation using computer vision. The application of
U-Net CNN for segmentation of areas containing phytoplankton populations is shown. The algorithm created by the
authors provides for the segmentation of regions of interest and calculation of their areas, which is required for further
analysis when solving problems of hydrodynamics and hydrobiology.

The following four points describe the scientific novelty of the presented study.

1. A data set was formed from open sources.

2. Synthetic data were generated to improve the generalizing ability of the model. For this purpose, the authors’ own
augmentation algorithm was used to make the model more resistant to noise in practical use [14].

3. An intelligent model based on the U-Net CNN architecture was implemented in the high-level Python language. Its
key hyperparameters were optimized using the Optuna library and checked on a test dataset.

4. The areas of the found contour containing phytoplankton populations were compared to the existing database. In
this way, boundary conditions have been formed for the subsequent implementation of mathematical models and the
construction of boundary-adaptive grids.

To achieve the set goal, it is required to solve a number of problems:

— to prepare an ERS database containing regions of interest segments of water bloom;

— to validate and describe the topology of the U-Ne SNS;

— to perform data augmentation to create an extended representative set;

— to implement, optimize, debug and test the CNN of U-Net architecture;

— to determine values of key metrics of the model quality for segmentation;

— to calculate the areas of the segmented contour given the scale of the original image.

The theoretical significance of the study is due to the expansion of ideas about the possibilities of using computer vision
technology in the field of water resources monitoring. The practical significance consists in the development of an applied cross-
platform and scalable tool for analyzing remote sensing images to record regions of interest in aquatic ecosystems.

Materials and Methods. For geospatial analysis, we use open-source software that is often applied to solve
environmental problems [15].

The study is based on current satellite data. The authors focus on the state of water bodies during the bloom of blue-
green algae. Analysis of this information allows:

— predicting the volume and distribution of phytoplankton in the water area [16];

— checking physical and biological processes that determine the rate of phytoplankton growth and biomass
accumulation [17];

— analyzing climate change based on the forecast of the dynamics of the bloom process [18];

— studying in detail the process of CO, exchange between a water body and air [19].

To automate the process of detecting regions of phytoplankton populations and calculating their areas, it is proposed
to develop a computer vision algorithm based on the U-Net CNN architecture.

As a training sample for the deep learning algorithm, 20 space images of water bodies such as the Black, Caspian,
Azov Seas, etc., were taken. The photos were obtained at different points on the earth's surface.

The first step was to label the images to transform the information into a format that could be understood by the computer vision
algorithm for performing the segmentation. There were two common approaches to providing annotations:

— creating a pixel-level mask;

— selecting polygon boundaries for the region of interest.
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We have used the first option, where the pixel-level mask files represent regions of interest for the algorithm. The
marked masks are files with the extension jpeg or png. The proportions correspond to the image they annotate. Figure 1
shows an example of the original image and its mask, where green indicates land, blue indicates water surface, and red
indicates the region of the phytoplankton population.

a) b)
Fig. 1. Image mapping: @ — original image; b — image mask

To increase the number of images in the data set, we used the authors' augmentation code, supplemented with noise
effects. When creating the extended data set, we used the following modifications of the original images:

— rotation by an arbitrary angle;

— display along the OX and OY axes;

— cropping;

— scaling;

— color correction.

All changes were made taking into account the noise that may appear on real images obtained through remote sensing,
and were segmented using the developed algorithm.

Let us note the advantage of the authors' algorithm for creating additional source data. Under conditions of a limited
set of real images, the use of artificially created images for training will allow for a more fine-tuning of the developed
model, optimizing its parameters and making it more resistant to distortion in practical application.

The U-Net CNN architecture is designed to solve the problem of biomedical data segmentation. The determining
factor in its selection is the relatively small size of the initial data, with which U-Net shows satisfactory results in practice.

The U-Net CNN architecture is based on the interaction of convolution layers + pooling, which first reduce the spatial
resolution of the image (encoder), and then increase it, having previously combined it with the image data and passed it
through other convolution layers (decoder) (Fig. 2).

Layer 1 Layer 7

Layer 2 Layer 6

Layer3 Layer4 Layer5
| @
Conv + BatchNormalization ﬁ Pooling operation
ﬁ +ReLU

ﬁ Upsapling layer “T" Skip connection

Fig. 2. Architecture of U-Net SNN

The convolutional blocks of the decoder and encoder are linked by end-to-end connections, or skip connections. This
solves the problem of vanishing gradient, which is a challenge for computer vision [20]. In this study, we used the encoder
from the ResNet—50 neural network, pre-trained on the ImageNet dataset.

To select the hyperparameters of the U-Net CNN that affect the architecture and training process, the Optuna library
was used. This made it possible to automate the model tuning to achieve better results.
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Research Results. Table 1 shows the model parameters specified under training.

Table 1
Parameters for Training the U-Net Convolutional Neural Network
No. Parameter Value
1 | Number of images in training set 700
2 | Number of images in validation set 200
3 |Number of images in test sample 100
4 | Batch size 10
5 |Learning rate 1st-4
6 |Overfitting detector Early stopping
7 | Solver Adam
The model was trained using optimization of the Dice loss function (2) based on the Dice coefficient (1).
21X NY
DSC:—|)|(|+|Y||’ )
Dice Loss =1 2|X NY|+ Smooth @

|X|+|Y|+Sm00th ’

Here, X — a set of pixels defined during the mapping as a scope of a specific class; ¥ — a set of pixels assigned to a
specific class according to the conclusions of the developed segmentation model. The Smooth coefficient is used to
smooth the calculation result in the case when the values X and Y are close to zero.

The Adam method for stochastic optimization was used to train the model. Early stopping was used as an overfitting
detector. In machine learning, this is one of the most widely used regularization methods to prevent overfitting. The training
process was performed on the basis of NVIDIA Tesla T4 computing accelerators, it was implemented in 100 epochs and
took 55 minutes.

Figure 3 shows the graph of CNN training on the training and validation sets. The OX axis shows the training epochs,
and the OY axis shows the values of the loss function. Analyzing the graph, we can conclude that the quality of model
training is good, since at the end of training on the training sample, small changes in the loss function are observed.

1.0

0.8

=
o

<
~

Dice loss function

0.2

0.0
0 20 40 60 80 100
Epochs

Fig. 3. Training U-Net CNN: — on training sample; — on validation sample

When assessing the quality of segmentation models, the Dice coefficient and the metric of the degree of intersection
between two bounding rectangles (Intersection over Union — IoU, Jaccard index), determined form the following
formula, are used:

XnY , @)
XuY

where X — a set of pixels defined under the mapping as a scope of a concrete class; ¥ — a set of pixels assigned to a
concrete class according to the conclusions of the developed segmentation model.

IoU =
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Table 2 presents the values of per-pixel precision, recall, F1-score, Dice coefficient, and IoU. To obtain the final IoU
value, the weighted average is calculated for the values of this metric for each class.

Table 2
Results of Model Quality Assessment on the Test Sample
Metric Precision Recall F1 Dice IoU
Average value for test sample 0.89 0.88 0.87 0.87 0.79

Figure 4 shows the results of the algorithm's work on segmenting regions of water resources, land and phytoplankton
populations. The results obtained satisfy the tasks of water resource monitoring and have practical value.

D

Fig. 4. Algorithm results for segmenting areas of water resources, land and phytoplankton populations:

a, d — original image; b, e — manual mapping; ¢, f— model result

The segmentation result in Figures 4 ¢ and 4 f'is visually close to manual mapping, which indicates the high quality
of the model. The area of the segmented region of the phytoplankton population was calculated by estimating the area of
one pixel. Each image provided has additional metadata indicating the image scale and its resolution. Based on this value,
the area occupied by each pixel is calculated. In the case considered for Figure 4 a, the final value is 51202.5. This figure
was obtained according to information on the number of pixels related to blue-green algae blooms from a set of segmented
images of phytoplankton populations in coastal systems [21]. The calculation result for Figure 4 c is 51312.
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Discussion and Conclusion. When assessing the state of water resources, computer vision and other machine learning
algorithms allow specialists to become free from monotonous operations. They are performed by intelligent systems. In
this case, monitoring can be carried out round-the-clock. The algorithm will adequately predict risks, model the
development of situation, and support the adoption of operational decisions. Stored and replicated knowledge in the form
of databases and registers can be used to create long-term sources of information that researchers can use to analyze the
state of water bodies and build climate models.

Processing ERS data in the form of semantic contours will provide verifying complex mathematical models through
refining boundary and initial conditions, increasing the accuracy, speed and reliability of predictive modeling of
hydrobiological processes.
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3aneneHHblIl 6K1A0 ABMOPOB:

10.B. BenoBa: nporpaMMHas peanu3alys U TECTHPOBAHUE WHTEJUIEKTYaJbHOTO alrOpUTMa Ha OCHOBE TJIIyOOKOTo
00ydeHust U1 00paOOTKH TAHHBIX CITyTHHUKOBBIX HAOJIO/ICHUH, aHAIN3 Ka4eCTBa ajrOpUTMa CErMEHTAIMU 10 JaHHBIM
HaTypHBIX HAOJIOAECHHH.

N.®. Pa3zeeBa: nporpaMMmHasi peanusanys, OOydeHHEe W OTIaJKa HHTEIUICKTYyalbHOTO alrOpHTMa Ha OCHOBE
TTyOO0KOTO 00yUYeHHS A1t 00OpaOOTKH TAaHHBIX CITyTHHKOBBIX HAONIOICHUN, KOPPEKTHPOBKA TEKCTA CTATHH.

E.O. PaxumbaeBa: cOop u mpenodpaborka obydaromero HabOpa NaHHBIX, peaji3alys IPoIecca ayrMEHTAnU

JIAHHBIX, 0(OPMIICHUE HAYYHON CTaThH.
Kongnuxm unmepecos: aBTopsbl 3asiBJIAsIIOT 00 0TCYTCTBHH KOH(JIMKTA HHTEPECOB.
Bce asmopbl npouumanu u 0000punu 0KOHYameNbHbLI 6APUAHN PYKORUCU.
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