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Abstract

Introduction. Problems and methods of finding H., — control are the basis of modern control theory. They are actively
used to develop robust controllers, especially in aircraft control systems under limited external actions. These methods
allow for adapting control systems to changing environmental conditions, which is critically important for providing the
reliability and safety of aircraft operation. Current research is aimed at improving approaches to the synthesis of
controllers covering both linear and nonlinear dynamic systems. In this context, special attention is paid to the integration
of new mathematical methods, such as linear matrix inequalities and frequency analysis, which allows for optimizing the
system response to various external actions and providing protection against unexpected conditions. It is important to
note that, despite the progress made in this area, significant problems remain unsolved regarding the analysis and synthesis
of controllers for nonlinear systems. This necessitates further research and development in this promising area. In this
paper, in order to fill the existing gap, sufficient conditions for the existence of control for one of the frequently
encountered classes of nonlinear systems are formulated and proven, which will then be used as a theoretical basis for
developing approximate algorithms for finding it.

Materials and Methods. The basic research tool was the H., — control synthesis methods based on the minimax approach,
which consisted in finding the control law under the worst external action. In this context, it was proposed to prove sufficient
conditions for the existence of control using the extension principle. However, due to the computational difficulties that
might arise when applying those conditions, it was decided to simplify the initial formulation of the problem. The
simplification process was performed by approximate replacing the nonlinear system with another nonlinear system, which
was similar in structure to the linear one, using the factorization procedure. This approach made it possible to use the solution
of the Riccati equation, whose coefficients depended on the state vector, for the synthesis of controllers. To solve model
examples and applied problems, a software package was developed using the MATLAB mathematical package.

Results. The article solved the problem of synthesis of H, — control of the state of nonlinear continuous dynamic systems,
linear in control and disturbance. Sufficient conditions for the existence of H, — control were formulated and proved on
the basis of the extension principle. An approximate method was proposed that provided solving the problem of finding
control laws for dynamic systems that were nonlinear in state, similar to the methods used for linear systems. Analytical
solutions were found for two model examples, which were illustrated by graphs of transient processes to demonstrate the
results of numerical modeling of the considered nonlinear dynamic systems in the presence of external actions.
Discussion and Conclusion. The proposed approximate algorithm for synthesizing state and output controllers guarantees
the required quality of transient processes and asymptotic stability of closed nonlinear control systems. This significantly
expands the class of dynamic systems for which it is possible to synthesize controllers capable of resisting various external
actions. The methods presented in this paper can be effectively applied to solve a variety of control problems, including
the design of autopilots and automatic navigation systems for aircraft, even under conditions of limited external actions.
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Opueunaﬂbﬂoe amnupudeckoe ucciedosamue

IpubaunkenHsblit cuHTe3 Ho — peryyisiTopoB B HeJIMHEHHBIX JTUHHAMHYECKHUX CHCTEMAX
HA M0JIy0eCKOHEYHOM MPOMeKYTKe BpeMeHH
A.B. IlanTeneeB =, A.A. SlkoBjeBa' = D4

MOCKOBCKHI aBUAI[OHHBIH HHCTUTYT (HAIIMOHAJIBHBIN HCCIIeN0BaTeNbCKUI yHIBEpcHTeT), T. MockBa, Poccuiickas denepanns
< ayakovleva982@gmail.com

AHHOTANUA

Beeoenue. 3agaun u MeTos! HaxoXAeHUS Ho — yIIpaBieHUs SBJISIOTCS OCHOBOW COBPEMEHHOM TEOPHM YIIPABICHUS U
AKTHBHO HCIIOJB3YIOTCS IS Pa3pabOTKH pOOACTHBIX PEryJIsITOPOB, OCOOEHHO B CHCTEMaxX YIpaBIICHHUS JIeTaTeIbHBIMU
anmapaTaMu MoJ OrpaHMYEHHBIMY BHEIIHUMH BO3ACHCTBUAMU. DTH METO/bI TO3BOJISIOT aAaITUPOBATh CUCTEMBI YIIPaB-
JICHUS K U3MEHSIOIUMCS YCIIOBUSAM OKpY KAIOIIeH Cpelibl, YTO KPUTHUYECKU BaXKHO IJIsl 00ECIICUeHHs HaIeXKHOCTH U 0e3-
OIIaCHOCTH PabOTHI JIETATEIbHBIX alNapaToB. TeKyIINe UCCIEI0BaHHs HAlIPaBICHbl HA YCOBEPIIEHCTBOBAHUE OAX0I0B
K CHHTE3Y PEryJIsITOpOB, OXBAaThIBAIOIINX KaK JIMHEHHBIC, TAK M HEMTMHEHHbIC TUHAMIUECKHAE CHCTEMBI. B 3TOM KOHTEKCTE
0c000e BHIMaHHE yIENAETCS MHTET Pl HOBBIX MaTEMAaTHIECKHX METO/I0B, TAKUX KaK JIMHEHHBIC MATPUIHBIC HEPABEH-
CTBa M YaCTOTHBIM aHANN3, YTO MO3BOJSET ONTUMH3UPOBATh OTKJIMK CHCTEMbI Ha Pa3lINYHbIC BHEIITHUE BO3ACHCTBUS U
rapaHTHPOBATh 3aLUTY OT HETIPEIBUICHHBIX YCIOBUNA. Ba)kHO OTMETHTB, 4TO, HECMOTpPS Ha JOCTUT'HYTHIE YCIIEXH B 1aH-
HOW 0071aCTH, OCTAIOTCS HEPELIEHHBIMH 3HAYMTENIbHbIE TPOOJIEMbI, Kacalolluecs aHaIn3a U CHHTE3a PETYIATOPOB VIS
HEJIMHEHHBIX CHCTEM. DTO CO3/1aeT HEOOXOANMOCTD B JaJbHEHINNX HCCIIETOBaHUAX M pa3paboTKax B ATOH MEPCIIEKTHB-
HoOU obnacTu. B nanHO# paboTe, ¢ 11eblo 3amoIHEHNs CYIIeCTBYIOIIEro Ipodena, copMyInpoBaHbI U I0Ka3aHbl 10CTa-
TOUHBIE YCJIOBHSI CYLLIECTBOBAHMS YNPABJICHUS U OJJHOTO U3 YacTO BCTPEUAIOIIUXCS KJIACCOB HEIMHEHHBIX CUCTEM, KO-
TOpBIE 3aTeM OYyIyT UCIIOJIb30BAThCSl B KAUECTBE TEOPETHYECKOT0 00OCHOBAHHMS ISl Pa3paOOTKH MPHOIIMKEHHBIX aJiro-
PUTMOB €TI0 HAXOXKICHUA.

Mamepuanvt u memoost. B xauecTBe OCHOBHOTO HHCTPYMEHTA HCCIIEIOBaHNUS HCTIONBb3YIOTCSI METO/IbI cuHTe3a Ho, — yrpas-
JICHWs, OCHOBaHHBIE HA MUHUMAKCHOM ITOJIXOI€, 3aKJIFOYAIOIIEMCs B HAXO)KICHUHN 3aKOHA YIIPABIICHNS B yCIOBUSX HANXY /-
IIIEr0 BHEITHETO BO3AEHCTBHA. B 3TOM KOHTEKCTE ITpearaeTcs I0Ka3aTh JOCTATOYHBIC YCIOBHUSI CyIIIECTBOBAHMS yIIPaBIIC-
HUS, UCTIONB3Ys NpUHLUN pacmupenus. OJHAKO M3-32 BBIYUCIUTENIBHBIX TPYAHOCTEH, KOTOPhIE MOTYT BO3SHUKHYTh IIPH
TIPUMEHEHHNHN 3THX YCIIOBHM, OBIIO PEHIEHO yIPOCTHTHh MCXOIHYIO IOCTAHOBKY 3a/1adl. [Ipomece yrnpoIeHust OCyIecTB-
JISUICS TIyTEM MPUOMKEHHOM 3aMEeHBl HEMMHEHHON CHCTEMBI Ha APYTYIO HENMHEHHYIO0 CHCTEMY, KOTOPasi TI0 CBOEH CTPYyK-
Type CX0Ka C JITHEIHOH, C TOMOIIBIO POy pbl (hakTopu3aiu. Takoit HOAX0/1 03BOJISIET IPUMEHSTh PEILICHHE YpaBHe-
Hus Prukkarn, koa(UIMEHTHI KOTOPOTrO 3aBUCST OT BEKTOPA COCTOSHHMS, TSI CHHTE3a PETryJISITOPOB. J{yist perieHns Moielb-
HBIX PUMEPOB U MPUKIIAIHBIX 331a4 ObUT pa3paboTaH MPOrpaMMHBIA KOMILJIEKC C HCIIOJIb30BAaHUEM MAaTEMaTHYeCKOro mna-
xeta MATLAB.

Pezynomamel uccneoosanus. B cratoe pemena npobirema cuntesa Ho — yrpaBieHns cOCTOSIHUEM HEMMHEHHBIX HepephbIB-
HBIX TUHAMHYIECKUX CHCTEM, IMHEHHBIX 110 YIPABJICHUIO ¥ BO3MYIIEHHIO; COPMYITMPOBAHBI M HA OCHOBE IPHHIIMIIA PACIIIH-
peHMs TOKa3aHbl JOCTATOYHBIE YCIOBHSA CyniecTBOBaHUS Ho, — yrpasnenus. IIpemnoxeH npHOMMKEHHBIA METOI, TIO3BOJISIO-
LI pelIaTh 3aaqy HaXOXKJICHUsI 3aKOHOB YIIPABJICHUS Il JUHAMUYECKIAX CUCTEM, HEIMHEHHBIX TI0 COCTOSIHUIO, AaHATIOT Y-
HBII METOZaM, IPUMEHAEMBIM JUIsl JIMHEHHBIX cucTeM. HaliieHs! aHaIMTHYECKUE PEIEHNs ABYX MOJEIBbHBIX IPUMEPOB, KO-
TOpBIE MPOUUTIOCTPHPOBAHBI TpaKaMH MEPEXOJHBIX MPOIIECCOB IS IEMOHCTPAIMHU PE3YJIETATOB YHCIEHHOTO MOACIHPO-
BaHMSA PACCMOTPEHHBIX HENMHEIHBIX ANHAMUYECKHX CHCTEM B IPUCYTCTBUU BHELIHUX BO3JICHCTBUIL.

Oécyscoenue u 3axniouenue. 11peyiokeHHBIA MPUOIMKSHHBIN AJITOPUTM CHHTE3a PETYIISATOPOB IO COCTOSIHUIO U BbI-
XOJ1y TapaHTHPYET HEOOXOIUMOE KaueCTBO EPEXOIHBIX MPOILIECCOB U aCUMIITOTHYECKYIO YCTOHUMBOCTh 3aMKHYTHIX HE-
JIMHEHHBIX CHCTEM yYHpaBJICHUA. DTO 3HAYUTENIHHO pacmimpsaeT KiIacC TUHAMHUYECKUX CUCTEM, JJIA KOTOPBIX BO3MOXKHO
CHHTE3MPOBAaHHE PETYISITOPOB, CIIOCOOHBIX MPOTHBOCTOATH PA3IMYHBIM BHEIITHUM BO3AECHCTBUAM. METObI, U3JI0KEH-
HBIE B JaHHOW paboTte, MOTyT OBITh 3(PEKTUBHO MPUMEHEHBI I PELICHHS MHOXKECTBA 3a/1a4 YIIPaBICHUS, BKIIOYAs
MIPOEKTUPOBAHNE aBTOMMIOTOB M aBTOMATHYECKUX HABUTALMOHHBIX CHCTEM IS JIETATENIbHBIX allapaToB, JaKe B yCIIO-
BHSIX OTPAaHWYEHHOTO BO3/EHCTBUS N3BHE.
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Kouessie cinoBa: Ho, — ynpaBneHnue, HeJMHeHHas JMHAMUYECKasi CUCTEMA, IT0JyOECKOHEUHBIH MPOMEKYTOK BPEMEHH,
yIIpaBJIeHUE ¢ OOPaTHOH CBS3bI0, CUHTE3 PETYJIITOPOB

BaarogapHocTH. ABTOpPHI BBIPaXalOT MPHU3HATENBHOCTh JOIEHTY, KaHAUAATy (HU3MKO-MaTeMaTHYecKuX Hayk
KynpsBuesoii UpuHe AHaTONbEBHE 32 IIOMOIIH B IOJATOTOBKE TEKCTA CTAaThH.

Jna uutupoBanus. IlanteneeB A.B., SkoBmeBa A.A. IlpubmmxeHusii cuHTe3 H,, — peryiaropoB B HeIMHEHHBIX
MMHAMAYECKAX CHCTEMax Ha ITOTyOSCKOHEUHOM NPOMEXYyTKe BpeMeHU. Advanced Engineering Research (Rostov-on-Don).
2025;25(2):152-164. https://doi.org/10.23947/2687-1653-2025-25-2-152-164

Introduction. Methods of modern control theory play an important role in the development of complex aerospace
systems, providing their efficient operation. To achieve high productivity, stability and efficiency of such systems, it is
necessary to develop algorithms for synthesizing controllers capable of operating under conditions of uncertainty in the
description of external influences. The modern foundation for their development include the state space method,
frequency analysis, and the approach based on linear matrix inequalities [1]. To solve problems of finding optimal control,
sufficient optimality conditions in the form of the Bellman equation and the relations following from it in special cases
are usually applied. Linear matrix inequalities can be used to search for H., — controllers. They determine the existence of
a regulator that satisfies certain performance criteria and provides the stability of the system to external influences. These
criteria are usually associated with a norm, which is a measure of the sensitivity of the system to external disturbances.
These criteria are usually related to H, —norm, which is a measure of the sensitivity of the system to external disturbances.
The problem is to find a regulator that minimizes this norm, while providing the stability of the system and satisfying the
quality criterion of control. The solution method is based on finding the extremum of a convex objective function, where
the conditions are presented in the form of linear matrix inequalities [2]. By using this method, it is possible to reduce the
solution of complex systems of linear and nonlinear algebraic matrix equations of a certain type to the solution of convex
optimization problems. However, the solution of linear matrix inequalities can be difficult when considering complex
technical problems.

An alternative method based on stochastic minimax is presented in the anisotropic theory of stochastic robust control
described in [3]. The main idea in applying this method is that robustness in stochastic control is reached by explicitly
including different noise distribution scenarios in a single performance indicator to be optimized. Statistical uncertainty
is expressed through entropy, and the robust quality indicator is selected in such a way as to make it possible to quantify
the system's ability to suppress the worst external impact. The application of such an approach to solving complex systems
of interrelated equations requires the development and use of specialized algorithms.

It should be noted that methods of H. — optimization are used to solve numerous different applied problems, such as
aircraft [4], helicopter [5], quadcopter [6] and multi-agent systems [7] control, robot stabilization [8], rocket engine design [9],
where, when compared to other controllers, these methods show good results and lower error values under limited disturbances.
It is also worth mentioning their use in filtering problems [10], state vector estimation [11] and neural network design [12].
Thus, the development and advancement of H., — optimization methods are highly topical issues for research. Previously, the
authors considered the problems of synthesizing H., — controller [13] and H., — observer [14] for linear dynamic systems, for
the solution of which sufficient optimality conditions based on the expansion principle were used. Their application made it
possible to justify the synthesis procedures and, as a result, to form step-by-step algorithms for solving problems.

Despite significant achievements in this area, a number of problems related to the analysis and synthesis of controllers
for nonlinear systems remain unsolved. In this regard, the paper considers the problem of synthesis of controllers for
nonlinear dynamic systems, linear in control and disturbance, on a semi-infinite time interval. The research objective is to
formulate and prove sufficient conditions for the existence of control. This will not only create a basis for new research and
development, but also fill existing gaps in the field of knowledge. Specifically, the work provides for the use of sufficient
conditions as a theoretical justification for the formulation of approximate control search algorithms for the class of dynamic
systems under consideration. To test the efficiency of the proposed algorithm, two model examples will be solved.

Materials and Methods. Let there be a mathematical model of the control object:

()= f(x(1))+ B, (x(£))w(t) + B, (x(1))u(r), x(0)=0, (M
and the model of the measuring system:

y(8) = C(x(0)x(1), )
where x € R"—state vector, u € R9—control vector, w € R» — external influences vector, y € R — output vector,
t € T=10, c0) — current time, 0 — zero matrix-column of dimensions (z x 1). Assume that the continuously differentiable
vector function f{x) of dimensions (n X 1), as well as the matrix functions B;(x) of dimensions (n x p), B2(x) of dimensions

(n % q), C(x) of dimensions (m x n) are given. The model of the object is described by an equation that is nonlinear in
state, but linear with respect to control and external influences.
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It is implied that:
a) w(.) € L,[0, ), u(.) € L,[0, x);
b) m <n, rg C(x) = m;
¢) the origin of coordinates x = 0 is the equilibrium point, e.g., f{0) = 0;
d) Bi(x) # O, B:(x) # O;
where O — zero matrix of corresponding dimensions.
An indicator describing the current behavior of the control object model (1) with measuring system (2) is defined:

[z0 =y SN y(@)+u" OQENu(v), (©)
where for all x € 7 Q(x) > 0 — symmetric positive definite square matrix of order ¢, and S(x) > 0 — symmetric non-
negative definite square matrix of order m. Functional (3) is quadratic in control, but non-quadratic in state.

Note that we are considering models of an object and a measuring system, the matrices in which depend on the state vector.
It is required to ensure the correctness of the condition:

[lz@fde [y Se)y+u" OO dr

[l de [y, e

. 4)
I[XT (1) C" (xS () C((t))x(t) +u” (NOQ(x(O)u(0)] dt

=)
A
-
N}

T W (O)P(6))w(?) dt

where V x € R? P(x) > 0 — symmetric square matrix of order p, y > 0 — some number. As an additional condition, the
necessity of fulfilling the property of asymptotic stability of the closed system “object-controller” is considered. Note that
it is important to find the smallest value of parameter y* that provides the preservation of the required properties of the
closed system. This is possible only if the conditions of minimizing the numerator and maximizing the denominator of
the expression are simultaneously fulfilled (4).

We rewrite condition (4) in the form:

I, w) = I =0 = o], Jar =
_I x (t)CT(x(t))S(x(t))Cx(t)+u (OOG(E)u(t)—y* W (O)P(x(e)w(t) |dt <0.

(&)

This means that it is required to provide that inequality (5) is satisfied while minimizing control costs under conditions
of maximum counteraction of external influences (disturbances).

Sufficient conditions for the existence of H — controllers

Assume that function ¥(x) € C'(R") is known. Let us define the function:

R(x,u,w)= (wj Lf(x)+ B (x)w+ B, (x)u]+x"C" (x)S(x)C(x)x +
ox ©)
+u” Q(x)u—y*w" P(x)w,
where VO _ [aV(x) aV(x)]T |
X 0x, ox,
Theorem. If there exists function V(x) € C!(R"), satisfying conditions ¥(0) = 0 and
R(x,u*(x), w*(x)) = min max R(x,u,w) =0 VxeR", @)
where
oV
w0 =30 0B W T 9= P @ ), ®)
and function V(x) is determined by solving a partial differential equatlon.
oV ov o OV
( (x)) f@)- (%j B0 B (07
)

V(x)

L[M +x"CT (x)S(x)C(x)x =0,

4y ox

then condition (4) is satisfied.

jB()P()B()
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Proof. Suppose that the conditions of the theorem are satisfied. We find min max R(x,u,w), applying the required

conditions for an unconditional extremum, since no restrictions are imposed on the variables u, w:

OR(x,u,w) —BT(x )8V(x) 20(x)u =0,
ou
M B (x )E)V(x) 2P(x)w:0.
ow
Solving the matrix equations, we obtain:
aV(x) 6V(X)

*(X)———Q'l()B () —— *()— P (0)B () ——

where u*(x), w*(x) — control structures of the object model and external influence (disturbance).

O R(x,u,w)
u’ Ou

Also true are the sufficient conditions that guarantee the achievement of the maximum external influence w,

since M =-2y’P(x)<0 VxeR".
ow' ow
In this case
R(x,u,w) = R(x,u* (x), w* (x)) =y [w=w* ()] POe)[w—w* ()] +[u —u* ()] () [u —u* (x)].

Since =20(x) >0 VxeR" is true, then the sufficient conditions for the minimum in control are satisfied.

From this we get
R(x,u* (x), w(x)) < R(x,u* (x), w* (x)) < R(x, u(x), w*(x)), (10)
i.e., the conditions for the presence of a saddle point are satisfied.
Assume that function V(x) € C'(R") satisfies conditions ¥(0) = 0 and R(x, u*(x), w*(x)) = 0.
Then the relation that is fulfilled along the trajectories of system (1) is valid, namely:
v (x@)Y
(%j L/ Ge(0) + B ()W) + B, ()] + |20~ [wio)], =

- @ 2 7 WO = RO u* (e(e)), w* (x(1)) -

=y’ [w(e) = w* (x(eD]" Pe() [w(e) = w* (x(e)]+[u(e) = * (x(e)]” Q(x(0)) [u(t) —u* (x(2))].

For u = u*(x), let us rewrite the left side of the inequality (10), i.e., R(x,u * (x), w(x)) < R(x,u *(x), w*(x)), in the form:
0

LD oo - weo); <0-

By integrating the left and right sides of the resulting inequality over the time interval from 0 to #,, we obtain:
4 ) R 4 )
V(x(t,) -V (x(0)) + j || de—v j W} <0.
0 0

Since it is required to provide the fulfillment of the condition of asymptotic stability of the closed system, then
x(t;) = 0 when t; — +oo, therefore V(x(#)) — V(0)=0. Since x(0) =0 then V(x(0)) — ¥(0) =0. From this we can
conclude that when # — oo the inequality is valid:

Jlz@ff de < [[wo]a.
0 0
indicating that condition (4) is satisfied, which was to be proved.

As a remark, we emphasize that when conditions P(x) = E, '["w(t)"z dt <1, i.e., the energy of external influences is
0

limited, an inequality of the form I||z(t)||2dt <y’ is valid.
0

Approximate synthesis of H. — state-based controllers using the SDRE method
Due to the nonlinearity of equation (9) and difficulties in obtaining its solution, a method based on the algebraic
Riccati equation with coefficients dependent on the state vector is used for further analysis [15].
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As a result of applying the factorization operation, we obtain a nonlinear system transformed to a structure similar to
a linear one, with matrices dependent on the state vector.

It is known [16] that if f0) = 0 and f{x) € C'(R"), then there exists matrix function A(x), such that:

f(x)=A(x)x. (11

Notes

1. The factorization procedure for n =1 in unique Vx # 0, i.e., A(x) =fx) / x = a(x).

2. For n > 1, the factorization procedure yields a non-unique result [16]. For example, for n = 2, there are at least two
options: f{x) = A1(x)x and f{x) = 42(x)x, i.e., for a system of the form:

(’:Cl ] :(f‘(x)jwl ()w+ B, (x)u

X S (%)
we obtain
1 0 L&)
({Cljz % (xl]+B(x)w+B (X)u or({clj= % (x1]+3(x)w+32(x)u.
X, S(x) 0|\ 1 ’ X 0 L) \x, l
xl xZ
4 (x) 4 (x)

3. If there are two parametrization options, i.e., fix) = A1(x)x = 4>(x)x, then there is an infinite family of options of the
form [16]: A(x, a) = a41(x) + (1 — a)42(x) Va. The selection of parameter o allows for flexibility in designing the control
system. The solution to the Riccati equation and the corresponding control become functions of this parameter.

As aresult of factorization, the mathematical model of system (1) takes the form:

x(t) = ACx(6)x(0) + B, (x(O) () + B, (x(0))u(t), x(0)=0. (12)

On the trajectories of system (12), functional (5) is specified.
It is assumed that system (12) is controllable and observable, i.e., Vx € R" the conditions are fulfilled point-to-point [16]:

1g[B, (x) A(x)B,(x) ... 4" (x)B,(x)]=n
rg[C" (x) A" ()C" (x) ... (4" ()" CT ()] =n

(—W(")j A()x— (W(")j B,()0 (1)B! (x )‘W(x)

Equation (9) takes the form:

o ‘ (13)
e P20 o 07 02 ¢ wsoc <o
X
Assume that
) 2K, (x)x, (14)
ox

where K»(x) > 0 unknown matrix function (for fixed x € R", matrix K>(x) is a symmetric positive definite numerical
matrix). Thus, an assumption is made not about the type of function V(x), but only about the structure of its
partial derivative.

Then, the control structures of the object and disturbance take the form:

W) =-10" W, ()am) ~ 0 (0B, (DK, (),

aV(") L P B (WK, (0)x.
Y

5)

-1

w*(x) =

Equation (13) takes the form:
257K, (x) A(x)x = x" K, (x)B, ()0 (x) B (x)K, (x)x +

+—x"K, (0)B,(x) P (x)B (x)K, (x)x+ x"CT (x)S(x)C(x)x = 0,
or
A 2K, () A — K, (0B, ()0 (1) BT (K, () + = K, (0)B, ()P ()BT (1)K, () + C7 (1)S(x)C(x)]x = 0.
Applying the transpose operation, we obtain: '

X247 (0K, (x) = K, (x) B, ()07 (¥)B; (YK, (x) +L2 K, (x)B,(x)P™' (x)B (1)K, (x) + C" (x)S(x)C(x)]x = 0.
Y
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Summing up the last two expressions, we arrive at the equality:
X [2K, () A(x) + 24" (1)K, (x) = 2K, () B, ()0 (x) B, (x)K, (x) +
+%K2 ()B,(x)P"(x)B," (0)K, (x) +2C" (x)S(x)C(x)]x = 0,
Y

or finally:
XK, () A(x) + AT (DK, (x) = K, (x)B,(x)Q™ (x) B, (x)K, (x) +

+L2K2 (x)B,(x)P™' (x)B (x)K, (x) + C" (x)S(x)C(x)]x = 0. (16)
Y

Note that due to the dependence of all matrices on the state vector, the equality of the zero matrix in square brackets
does not follow from (16).

By analogy with the case of a linear stationary system, it is proposed to solve the algebraic Riccati equation, all
matrices in which are functions of the system's state vector (State Dependent Riccati Equation, SDRE). In this case, a
positive definite solution to the Riccati equation is sought, generating a control law that guarantees that the system will
be asymptotically stable in the vicinity of the equilibrium position. To check this property, the stability criterion by the
roots of the characteristic equation, checked point-to-point, or the Routh—Hurwitz criterion, is used.

In the problem under consideration, it is proposed to solve the equation:

K, (x)A(x) + A" (0K, (x) = K, (0)[B, ()0 (x) B, (x) —YLZBI (NP ()B (DK, (0)+C'()S(x)C(x)=0, (17)

i.e., to look for matrix K>(x) > 0, that satisfies the Riccati equation, whose coefficients depend on x. Equation (17) is
solved repeatedly for fixed x € R". The coordinates of the state vector are determined in the process of integrating the
differential equation (12) together with the controls of the object and the disturbances:

u*(x)=-0"(x)B] (x)K,(x)x, w*(x) = LP’1 (*)B (X)K, (x)x. (18)
Y

2
In this case, the solution to the Riccati equation must be such that the criterion

0{A(x)+[LZBI(x)P"(x)BIT(x)—BZ(x)Q"(x)BZT (V]K,(x)} cC™ Vx € Ris satisfied, where o~ matrix spectrum,
Y

C — open left half-plane of the complex plane. Note that the stability criterion of a closed system can be replaced by
checking the point-to-point fulfillment of the Routh-Hurwitz criterion.

Algorithm for approximate synthesis of H. — controllers of state

Step 1. Set parameter y > 0.

Step 2. Find the solution to the equation:

X(1) = A(x(@)x(#) + B, (x(1))w(t) + B, (x(£))u(?), x(0)=0,
with controls

u(t) =u*(x(0) =0~ (x(1))B," (M) K, (x(1)) x(1),
w(t) = w*(x(1)) = YLZP'] (DB (x(O)K, (x(0) x(1),

one of the numerical methods of integration with constant step / (explicit Euler method, Euler-Cauchy method, Adams-
Bashforth, Milne, Hamming methods of various orders).
In this case, for each of the discrete moments of time ¢, =ik, i =0, 1, 2, ..., solve the Riccati equation:

K, () A(x)+ A" (0)K, (x) = K, (0)[B,(x)Q ™ (x)B," (x) —yizb’l ()P (0B (01K, (x)+C" (0)S(x) C(x)= 0,

for x = x(#; ). As aresult, find matrix K>(x) and use it to form control laws.
Step 3. Find the minimum y*. To do this, it is required to consistently decrease y until the stability property of solutions
of the differential equation

(1) = [A(x(1)) +YL231 ()P (x(0) B (x(t)) = B, (x(t))Q ™ (x(1)) B, (x(1)IK, (x(1)) x(1),

describing the dynamics of the system with the obtained controls, remains valid.
Research Results. To test the efficiency of the proposed approximate algorithm for synthesizing H., — state-based
controllers, two model examples were solved.
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Model example No. 1. A one-dimensional case is considered, when equations (1), (2) and functional (5) have the form:
x(t) = f(x)+ B (x)w+ B, (x)u = A(x)x + B, (x)w+ B, (X)u,

y=Clx)x,

I= I[S (x(0)x" (1) + O(x()u” (1)~ y* P(x(6))w’ (1)] dt.
0
Solution. The control structures follow from (18):
1 1

u*(x)=——B,(x)K, () x,u*(x) =———B, (x)K, () x,

(x) Q(x)z()Q() (x) Q(x)z()z()

and equation (17) has the form:

B (x) 1
O(x) v’ P(x)
Let us write the resulting quadratic equation in canonical form:
{B; ® 1
O(x) y'P(x)

2A4(x)K, (x) - K (x) { B} (x)} +C*(x)S(x)=0.

B} (x):| K (x)—2A4(x)K,(x)-C*(x)S(x) =0.

The solution is as follows:

L. Bf(x)}
o) 7P

ACE—
O(x) v P(x)

2A(x) + \/4A2(x)+4C2S(x)[
Kz (-x) =

Since K> > 0, then

2 2 Bz2 (x) _ 1 )
‘o A(x)+\/A x)+C S(x)|: 0 7P B, (x):|
T {Bf @ 1 }
- Bl (%)
0(x) y*P(x)

Let us take a closer look at a particular case:
W) =x—x +wru=(1-x")x+w+u,

y=2x,

1= [P O+ -7 W Ol

where A(x) = (1 —x?), Bi(x) =1, B2(x) = 1, C(x) =2, O(x) = 1, S(x) = 1, P(x) = 1.
Then (omitting the dependence on x) we get:

24K, - K, [1—%]%2 =0 K, (1-v7)-24K, -C* =0.
Y

Roots of the quadratic equation:

AL +C (1-y?) C?
K = ) * 15 K =—-, = 1
: — VA
Note that when considering the case vy # 1, it is not yet possible to exclude the extra roots, since 4(x) and (1 —y?) can
change the sign.

As a result, we obtain the control structures:

w*(x) = YLZBITsz = YLZKZx, u*(x)=B,"K,x =-K,x.

In this case, the equation of the closed system has the form:
i=[A-(1-y))K, [x =54 +C*(1-77) x.

To provide asymptotic stability, we take the minus sign, and in the expression for K, — plus. For this example, we get:
1) if y#1, then

AR+ A () +C ()17 ) _1=2 +(1-2") +4(1-7 ") o

K X)= )
2( ) 1_y72 1_y72
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2) if functions 4(x), C(x) are not equal to zero simultaneously, then discriminant 4%(x) + C? (x)( 1 —v?).
Then,

2 2 2 )
£E+CH2Coy, 1 AWICE Ly CW ey OO
C*(x) A0 +C(x) £0+Cw
C’(x) 4
Ax)+C(x) (1-x*)+4
For y = Ymin, x = 0, x(0) = 0 is satisfied (the condition of asymptotic stability is not satisfied, but x(#) = 0 is valid).

, 1.e., for each current «, there is its own value ern )

For the example being solved y. (x) =

For y = Ymin we have

AX) £ () +C (0)(1-77) =¥ =) +4(1-77)

>0, y=1.
1—\(’2 l—y’z !

K,(x)=

2
If y=1, then K,(x)=- () =— 4 —. To fulfill condition K> > 0, condition A4(x) = 1 —x*< 0 that defines set
24(x)  2(1-x%)

|x| <1 of possible functioning of the system must be fulfilled.
Modeling. For modeling under different initial conditions, finite time interval 7= [0, 20] was selected, since all

transient processes in a closed system are practically completed.
According to Figures 1-3, the value of the state vector asymptotically tends to zero for different initial conditions,

which indicates the stability of the system and the correct selection of parameters, under which the system retains the
property of stability subject to any given limited disturbances.

X

0.08 + -0.02

006+ —0.04

0.04 | -0.06

0.02 | " -0.08

0.00 1 0,10 ‘ :

0 5 10 15 t 0 5 10 15 t
a) b)
Fig. 1. Change of the state vector:
a — for initial state xo = 0.1; b — for initial state xo = —0.1
X i T X

020 | -0.10
g
2 0.10 | -0.20
o \
<
b
E
< 0.00 e 030!
w
% 0 5 10 15 t 0 5 10 15 t
=

a) b)

Fig. 2. Change of the state vector:
a — for initial state xo = 0.3; b — for initial state xo = —0.3
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X . x : g —— -
0.40 0.10
0.30 | 0.20
020 030
0.10 | 040 |
0.00 e 1 50!
0 5 10 15 t 0 5 10 15 t
a) b)

Fig. 3. Change of the state vector:
a — for initial state xo = 0.5; b — for initial state xo = —0.5

Model example No. 2. One of the options of the two-dimensional case is considered, when equations (1), (2) and

functional (5) have the form:
(01 0 0
x(t) = 5 0 x(t) + | w(t) + | u(t),

A(x) By (x) B, (x)

y(6)=x(0),

1(u,w) = T[xT () x())+u” ()=’ (1) | dt <0,

ie., C(x) =Ey, S(x)=F>, Q(x)=1, P(x)=1.
Solution. The control structures of the object and the disturbance follow from (18):
K, ,(x) K,(x)\[x

u*(x)=—(0 1) (Klz () K, (X)J(Xz ] =-K,, (x)x, — K, (x)x,,

*(x) = - Ky Kp))(x)_ 1
w (X)_yz (0 1)(1{12()6) K22(x)](x2j_ Yz [Kll(x)xl+Kzz(x)X2],

and equation (17) has the form:

K, (x) K,(x))(0 1 0 x (K, ,(x) K,
K,(x) Ky N\x 0 ! I 0){K,(x) Ky(x) -

_[Kn(x) KIZ(X)]{[OJ(O 1)_L(Oj(o 1):|(K11(x) KIZ(X)J+(1 sz[o OJ.
K,(x) K,(x))I\1 v K,(x) Ky(x)) \0 1 0 0

From here,
2K,,x, —8K +1=0,
K, +K,x -0K,K,, =0,
2K, —-8K;, +1=0,
2
where §=1 2_1 =1-y?
Y

Solution to the first equation 8K3, — K},x; — 1 = 0 has the form:

2, £AJAX2 445 x, t4/x7 +8

2 28 3
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. 2K, +1 \/2x1+6i2 X +8
2 = S - 52 !
Solution to the second equation:

2x, +8+24/x7 +8
K, =K, (8K, _x1):\/ l 52 1 i\/x12+5.

In the obtained solutions, positive signs were selected taking into account condition K> > 0.

Modeling. To model the system, it is required to select the minimum possible value v, so that it satisfies (4) and at the
same time guarantees the asymptotic stability of the closed system. In example 1, the value of parameter y was found
analytically, but a problem arose with determining the value of the optimal parameter y*, therefore value vy, used in the
modeling, was selected experimentally. When y* = 1.5, the system remained stable according to expression (19). For
modeling, the time interval 7= [0, 10] was selected, since transient processes in the closed system decayed fairly quickly.
Modeling was performed for various initial conditions.

According to Figures 4-5, it can be concluded that the coordinates of the state vector asymptotically tend to zero. This
result is observed for each of the initial conditions considered. This indicates that the system is stable, and its parameters
are selected correctly, which allows maintaining the property of stability under any initial conditions and under the worst

disturbances.
The initial conditions significantly affect the trajectories of the change in the coordinates of the state vector, but from
Figures 4-5, it is clear that the proposed approach allows us not only to compensate for external disturbances, but also to

stabilize the trajectory of motion.

X1 ' v v v X1
0.101 |
0.30
0.06
I
0.10"
0.02
—0.02 : . . —0.10 -
0 2 4 6 8 t 0 2 4 6 8 t
a) b)

Fig. 4. Change of x1(?):
a — for initial state xo = (0,1; 0,1)7; b — for initial state xo = (0,1; 1)

- , _ _ .
0.05 0.60 |
0.00 | — L 020
0.0 = : : -0.02
0 2 4 6 8 ‘ 0 4 6 8 ‘
a) b)

Fig. 5. Change of x2(?):
a — for initial state xo = (1; 0,1)7; b — for initial state xo = (1; 1)
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Discussion of the Results. As a result of the study, sufficient H,, — control conditions were formulated and substantiated,
an approximate solution method was developed. The method proposed within the framework of the problem was tested on two
model examples. The simulation results allow us to conclude that the use of the developed controller synthesis method
guarantees the required quality of transient processes and provides asymptotic stability of closed systems.

Conclusion. The results and methods proposed in this paper can be applied to solve control problems of varying
complexity — from designing simple autopilots to developing complex automatic navigation systems for manned and
unmanned aerial vehicles. This emphasizes the prospects of using the proposed approach and makes it an attractive option
for further research.
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	,
	i.e., C(x) = E2, S(x) = E2, Q(x) = 1, P(x) = 1.

