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Co3nas B 1ensax HHGOPMHUPOBAHHSA YNTATEIHCKON ayJUTOPHH O HOBEHWIIMX NOCTHXKCHHUSIX M MEPCIEKTHBAX B 00JIacTH
MEXaHHMKH, MAIIMHOCTPOCHUS, WH()OPMATHKM M BBIYNUCIUTENBHONW TEXHUKH. M3maHme sBisercs (opyMoM s
COTPYIHHYECTBA POCCHUHCKUX M MHOCTPAHHBIX YYEHBIX, COCOOCTBYET CONMKEHHIO POCCHICKOTO U MUPOBOTO HAay4YHO-
nH(OPMALMOHHOTO MPOCTPAHCTBA.

/KypHaJa BK/II0YeH B NepeyeHb peleH3MPyeMbIX HAYYHBIX M3JaHUI, B KOTOPOM J0JKHBI ObITh OMy0/JINKOBAHBI
OCHOBHBIE HAY4YHbI¢ Pe3yJbTAaThl AUCCEPTALMII HA COMCKAHME YYEHOH CTelNeHM KAaHAMIAaTa HAYK, HA COMCKaHMe
yueHoii crenenu 10kTopa Hayk (Ilepeyens BAK) no ciexyommum HAyYHBIM CHIENMAJIBHOCTAM:

1.1.7 — Teoperndeckas MeXaHUKA, AMHAMUKA MAIIWH (TEXHAYECKUE HAYKH)

1.1.8 — Mexanuka nedopMupyeMoro TBeporo Teia (TexHuueckue, GU3NKO-MaTeMaTHIeCKue HAyKH)

1.1.9 — MexaHuKa XHIKOCTH, Ta3a U IUIa3Mbl (TEXHHYECKHE HAYKH)

1.2.2 — Maremaru4eckoe MOACITHPOBAaHNE, YHCICHHBIC METO/IBI  KOMIUICKCHI IIPOTrpaMM (TEXHUYECKHE HAYKH)

2.3.1 — CuctemHBIi aHANIN3, yIIpaBIeHNE U 00paboTKa HH(OPMAINH, CTATHCTHKA (TEXHHYECKUE HAYKN)

2.3.3 — ABTOMAaTH3aIMs U YIIPABICHUE TEXHOJIOTHYESCKUMH MPOLIECCAMHU U ITPOU3BOICTBAME (TEXHHUYECKUE HAYKH)

2.3.5— Maremartnyeckoe ¥ IIporpaMMHOE 00ecTiedeHHE BEIMHUCIIUTENBHBIX CHCTEM, KOMILIEKCOB H KOMITHIOTEpHBIX CeTeH (TEXHUIECKIE HAYKH)
2.3.7 — KoMIblOTEpHOE MOJICIMPOBAHKE U ABTOMATH3ALHUS IPOCKTUPOBAHUS (TEXHUYECKHE, (PU3UKO-MATEMAaTHIECKUE HAYKH)
2.3.8 — Uudopmarnka 1 vHPOPMALHOHHBIE POLIECCH (TEXHUUYECKUE HAYKH)

2.5.2 — MamHoBeieHHe (TeXHUIECKHUEe HAYKH)

2.5.3 — TpeHune 1 U3HOC B MAIINHAX (TEXHUYECKUE HAYKH)

2.5.5 — TexHonorus u 000pyIOBaHNE MEXAaHUUECKON M (PM3UKO-TEXHUUECKOH 00pabOTKU (TEXHUUESCKUE HAYKH)

2.5.6 — TexHONOTHSI MAIIMHOCTPOCHUS (TEXHHIECKHE HAYKH)

2.5.8 — Capka, po/ICTBEHHBIE IPOLIECCHI M TEXHOJIOTHH (TEXHUYECKUE HAYKH)

2.5.9 — Metozb! ¥ TpUOOPBI KOHTPOJISI M ANATHOCTHKY MATEPHAIIOB, M3/ICNHi, BEIICCTB U HPUPOTHON Cpe/bl (TEXHUUECKHE HAYKH)
2.5.10 — T'uapaBiiyecKrue MaIHHBI, BAKYyMHasi, KOMITPECCOPHAs TEXHHUKA, THAPO- U THEBMOCHCTEMBI (TEXHUYECKHE HAYKH)
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PepakunoHHas Koju1erus

Tnaenwiii pedaxmop, Becxonvlivnvlii Anexceii Huxonaesuu, 0okmop mexnuueckux Hayk, npogeccop, HJoHCKol 2ocyoapcmeentblil meXHudecKutl
yhusepcumem (Pocmos-na-/ony, Poccuiickas ®edepayus);

3amecmumens 2nasnozo pedaxkmopa, Cyxunos Anexcandp Heanoeuu, unen-xoppecnondenm PAH, 0okmop Qusuxo-mamemamuyeckux Hayx,
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omeemcmeennulii peoakmop, Komaxuose Manana I'uguegna, kanouoam xumu4eckux Hayk, JJOHCKOU 20Cy0apcmeen bl mexHu4eckull yHugepcumem
(Pocmos-na-/ony, Poccuiickas ®edepayus);

omeemcmeennvlii cekpemapy, Illesuenko Haoeowcoa Anamonvesna, [onckoi eocyoapcmeennuiil mexuuveckuti ynusepcumem (Pocmoes-na-/ony,
Poccuiickas @edepayus);

AiisnkoBuy Cepreii MuxaiiaoBu4, 10KTOp (U3HKO-MAaTEMAaTHIECKUX HayK, mpodeccop, JJOHCKOW rOCyAapCTBEHHBII TEXHUYECKHH YHUBEPCHTET
(PocroB-Ha-Llony, Poccuiickas ®enepans);

Antutac Umaa Puszakaiia, KaHauaT TEXHUYECKHUX HayK, JIOHCKO#H rocyIapCTBEeHHBIH TexHI4eckuid yHuBepeuteT (Pocto-Ha-/loHy, Poccuiickas denepariis);
AXWiaH Annartypaii, MiIaaui HayqHbli COTpyIHUK, UHkeHepHO-TexHOomorndeckuit koiwiemk PSN, Yuausepcurer Anubl Uennau (Uuaus);
Axpepaunes Kammuia Camen Oribl, JOKTOp TeXHHYECKHX Hayk, mpodeccop, POCTOBCKHII rocyqapCTBEHHBIH YHHUBEPCHTET IIyTeil COOOIICHUS
(PoctoB-na-Jlony, Poccuiickas @enepars);

BapaBka Banepmii HukomaeBH4, [OKTOp TEXHHYECKHMX Hayk, mpodeccop, JIOHCKOH TrocyqapCTBEHHbIH TEXHHYECKUH YHHBEPCUTET
(PoctoB-na-Jlony, Poccuiickast @eneparst);

Bepuep Urops MuxaiisioBH4, 10KTOp TEXHHYECKHX HayK, Ipodeccop, TexHomornueckuii mHcTHTYT B U3panne (V3pans);
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Hapumn Cepreii I'eoprueBuy, TOKTOp TEXHUYECKHX HayK, noueHT, CaHkT-IlerepOyprekuid nonutexunueckuit ynusepcuret (Cankt-IletepOypr,
Poccuiickas @eneparys);

Moamactepben Koncrantun BajneHTHHOBMY, JIOKTOD TEeXHUYECKHX HayK, npodeccop, OprnoBckuit roCyIapCTBEHHBII
yuusepcuteT uM. U. C. Typrenesa (Open, Poccuiickas ®enepanys);
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yauBepcurera (I'epmanus);

Ipokonenko Huxomnaii HukonaeBny, mOKTOp TEeXHWYECKHX Hayk, mnpodeccop, JloHCKOI TrocynapcTBEHHBIH TEXHWYECKHH YHHBEPCHTET
(Pocros-na-I{ony, Poccuiickas ®enepaius);

Poidak  Aunexcanap TumodeeBnu, JOKTOp TEXHHMYECKHMX HayK, mpodeccop, JIOHCKOW TOCyNapcTBEHHBI TEXHUYECKHH YHHBEPCHTET
(PoctoB-na-Jlony, Poccuiickas ®@enepars);

My3sadep CapaueBuy, 10KTOp Hayk, npodeccop, YHuBepcuter Hou-Ilazapa (Cepous);

CapyxaHsiH ApecTaKk ApaMaucoBIY, IOKTOP TEXHUYECKHX HayK, npodeccop, HarmoHabHbII yHHBEPCUTET apXUTEKTYPbI M CTPOUTENBCTBA ApMEHHH (ApPMEHHS);
Cunopos Braauvunp HuxonaeBud, 10KTOp TeXHHYECKHX HayK, Poccuiickuit yausepcuret tpancnopra (Mocksa, Poccuiickas ®enepanus);
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(PocToB-na-Jlony, Poccuiickas ®enepanus);
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Analysis of Stress-Strain State of a Cylinder with Variable Elasticity Moduli
Based on Three-Dimensional Equations of Elasticity Theory
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Abstract

Introduction. Functionally graded materials are of great use, because heterogeneity of properties enables to control the
strength and rigidity of structures. This has caused great interest in the topic in the world scientific literature. The
construction of solutions to such problems depends significantly on the type of boundary conditions. In this paper, we
consider the equilibrium of a thin-walled circular cylinder whose mechanical properties change along the radius.
Homogeneous boundary conditions were set on cylindrical surfaces that had not been considered before, the effect was
on the ends. The mathematical formulation of the problem was carried out in the linear theory of elasticity in the
framework of axisymmetric deformation. Expressions were constructed for the components of the stress-strain state of
the cylinder, in which some coefficients were found from the solution to the resulting system of linear algebraic equations.
Materials and Methods. The material of the cylinder was linearly elastic, the elastic modulus of which depended linearly
on the radial coordinate. The basic research method was the asymptotic method, in which half the logarithm of the ratio
of the outer and inner radii acted as a small parameter. Iterative processes were used to construct the characteristics of the
stress-strain state of the cylinder.

Results. Homogeneous solutions to the boundary value problem were obtained for a linearly elastic functionally gradient
hollow thin-walled cylinder. An analysis of these solutions made it possible to reveal the nature of the stress-strain state
in the cylinder wall. For this purpose, an asymptotic analysis of the solutions was carried out, relations for displacements
and stresses were obtained. It was determined that those solutions corresponded to the boundary layer, while their first
terms determined Saint-Venant edge effect similar to the plate theory.

Discussion and Conclusion. The analytical solution to the equilibrium problem of a thin-walled cylinder inhomogeneous
in radius constructed by asymptotic expansion can be used for numerical solution to a specific problem. For this, it is
required to solve the obtained systems of linear algebraic equations and determine the corresponding coefficients. The
resulting asymptotic representations provide analyzing the three-dimensional stress-strain state. The selection of the
number of expansion terms makes it possible to calculate displacements and stresses with a given degree of accuracy.
This analysis can be useful in assessing the adequacy of applied calculation methods used in engineering practice.

Keywords: linear theory of elasticity, functionally graded material, thin-walled hollow cylinder, homogeneous solutions,
boundary layer, variational principle
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AHaJIM3 HANPSIZKEHHO-1€()OPMUPOBAHHOT0 COCTOSIHUS IIUJIMHIPA

¢ epeMeHHbIMHM MOJYJISIMHU YIIPYTOCTH HA OCHOBE TPeXMEPHbIX YPABHEHU
TeOPHH YIPYrocTH

J.J. Ucmaiiplioa =<

I'stHUKUHCKUH TOCyJapCTBEHHBIH YHUBEPCHTET, T. ['THka, AsepOaiimkan

P4 celaleismayilova@mail.ru

AHHOTaLUA

Beeoenue. DyHKINOHATBHO-TPAANCHTHBIC MATEPHAIIBI HAXOAT OOJIBIIOE MPUMEHEHHUE, T.K. HCOTHOPOIHOCTh CBOMCTB
MO3BOJISIET YIPABISTH IMPOYHOCTHIO M JKECTKOCTHIO KOHTPYKIMH. DTUM BBI3BaH OOJIBIION MHTEpEC K JAaHHOI Teme B
MHUPOBOH Hay4yHOU nurepatype. IlocTpoeHue peleHns Takux 3a1a4 CyLeCTBEHHO 3aBUCUT OT TUIIA TPAHUYHBIX YCIOBHM.
B nacrosmeir pabote paccMaTpuBaeTcs paBHOBECHE TOHKOCTEHHOTO KPYroBOTO HWJIMHIPA, MEXaHWYECKHE CBOMCTBa
KOTOPOTO 3aMEHSIOTCS BAOIb paanyca. Ha MUIMHIPUYECKUX NOBEPXHOCTAX 3aJaHbl OQHOPOAHbIE TPaHIYHBIE yCIOBHS,
KOTOpBIE IO 3TOr0 HE paccMaTpUBAIIUCh, BO3JCHCTBUE OKAa3bIBAaCTCsS Ha Topuax. MareMmarudyeckas IIOCTaHOBKA 3aJadu
OCYIIECTBIISICTCS B JMHEHHOW TEOPHM YHNPYTOCTH B paMKaX OCECHMMETpPHYHOH nedopmaruu. B padore moctpoeHs!
BBIP&KECHUSI U KOMIIOHEHT HAaIPsHKEHHO-Ie(OPMUPOBAHHOTO COCTOSIHHMS HWJIMHIAPA, B KOTOPBIX HEKOTOPHIC
K03(h(PULMEHTHI HAXOAATCS U3 PEILCHHUS TOJYYEHHOM CUCTEMBI JIMHEHHBIX anreOpandeckux ypaBHEeHHH.

Mamepuanvt u memoowi. MaTtepuan MUINHIPA ABIACTCA JTHHEHHO YNPYTHUM, MOAYNb YIPYTOCTH KOTOPOTO JIMHEHHO
3aBHCUT OT paJUallbHOW KOOpAWHATBHL. OCHOBHBIM METOJOM HCCIEINOBAaHMS SIBIAETCS ACCUMITOTUYECKHN METOH, B
KOTOPOM B Ka4yeCTBE MaJOT0 IapaMeTpa BHICTYIIACT IOJIOBHMHA JOTAapu(Ma OTHOLICHUS BHELIHETO M BHYTPEHHETO
pamuycoB. sl MOCTPOEHUsI XapaKTEPUCTUK HANpsHKEHHO-IEePOPMUPOBAHHOTO COCTOSHUS LWIMHIPA TPHUMEHEHBI
UTEPALIOHHBIE TPOLECCHI.

Pezynomamut  uccnedoeanusn. Jlns JTMHEHHO-YNPYroro (QyHKIMOHAILHO-TPAAUEHTHOTO TIIOJIOTO TOHKOCTEHHOTO
LIINHPA TIOJTyYeHBI OJHOPOAHBIE PEIICHUS KPaeBOH 3aJaun. AHAIN3 STHX PELICHHH MO3BOJIIET PACKPHITh XapakTep
HAaIpsHKEHHO-/1e(OPMUPOBAHHOI'O COCTOSIHUS B CTEHKE LUIUHJpA. C 3TOM LeNbI0 MPOBEEH aCUMIITOTHYECKUI aHann3
PpEeILeHNH, OJTy4eHbl COOTHOLIEHUS Ul IEPEMELICHUI U HATPSDKEHUH. Y CTAHOBJIEHO, YTO 3TH PELIEHHS COOTBETCTBYIOT
MIOTPaHUYHOMY CJIOIO, IIPU 3TOM HX IIEpBbIE WICHBI ONpeessiioT kpaeBoil apdexr CeH-Benana, aHanoru4yHbIi Teopun
IIJIUT.

Obcyscoenue u 3axniouenue. I1ocTpoeHHOE C MOMOMIBIO ACHMITOTUYECKOTO PA3JIOKEHHs aHAUTHUYECKOE PEILEHHE
3a7a4d O PAaBHOBECHHM HEOJHOPOJHOTO IO PAJUyCy TOHKOCTEHHOTO IMJIMHApPAa MOET OBITh HCIIOIB30BAHO IS
YHUCJICHHOIO pELICHUs KOHKPETHOM 3ajaud. Jlas O5TOro Hy)KHO pELIUTh IIOJYyYEHHbIE CHUCTEMBl JIMHEWHBIX
anreOpanyeckux YpaBHEHUH M OINPENEIHTh COOTBETCTBYIOIIME KOA(hQUIUEeHTH. [loydeHHbIE acCUMITOTHYECKHE
NIPE/ACTAaBICHUS TIO3BOJSIOT AHAJIM3WPOBATh TPEXMEpPHOE HAIpsHKEHHO-Ie(GOpMUPOBAaHHOE CcOCTOsSHHE. BBIOOp
KOJINYECTBA YICHOB PA3JI0KEHUs O3BOISIET PACCUNTATh IEPEMEILEHHS U HANPSIKEHHUS C 3aJaHHOM CTENEHBIO TOYHOCTH.
OTOT aHaIM3 MOXKET OBITh IMOJIE3eH INPH OIEHKE aJEeKBATHOCTH NPHUKIATHBIX METOIOB pacdera, NMPUMEHSEMBIX B

HMHXEHEPHOI ITpaKTUKE.

KiroueBble c1oBa: JIHHEHHAs TEOPHsS YNPYTOCTH, (YHKIHMOHANBHO-TPAIHUEHTHBIA MaTeprall, TOHKOCTCHHBIH MOJBIH

HWJIWHAP, OAHOPOAHBIC PCIICHUS, HOFpaHI/I"IHBIf/'I CJ'IOﬁ, BapI/IaIII/IOHHHﬁ IIPUHIUIT

BJ’[aFOZIapHOCTl/l: ABTOPBI BBIPpAXKAIOT 6HaF0)IapHOCTI) PEeAAKINU U PCUCH3CHTY 3@ BHUMATEIIbHOC OTHOIICHUE K CTAThHE U

NPEAJIOKCHUA, KOTOPBIC IMO3BOJIUIIN NOBBICUTH €€ Ka4€CTBO.
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Jdasi uurupoBanusi. Ucwmaiibmoa JI.JI. AHanmu3 HanpshpkeHHO-Ie(OPMHPOBAHHOTO COCTOSIHHS —IJIMHApPA C
MEepeMEHHBIMU MOJYJISIMH YIIPYTOCTH Ha OCHOBE TPEXMEPHBIX ypaBHeHuit teopuu ympyroctu. Advanced Engineering
Research (Rostov-on-Don). 2023;23(2):113-120. https://doi.org/10.23947/2687-1653-2023-23-2-113-120

Introduction. Functionally graded materials are widely used in various constructions. Due to the dependence of
mechanical properties on coordinates, it is possible to control the stress-strain state (SSS) of parts. An example of using
such inhomogeneity is a cylinder whose mechanical properties depend on the radius. In this case, the cylinder may be of
interest as a separate structure, or as being a division subring of a compound body, e.g., connecting two media with widely
different properties. When calculating the SSS of a thin-walled cylinder, some applied theories can be used, an assessment
of their adequacy. Especially in the case of inhomogeneous properties, it can be carried out using computer modeling or
asymptotic analysis based on a three-dimensional formulation. The latter determines the relevance of this study.

A number of studies have been devoted to the investigation of the SSS of hollow cylindrical bodies within the
framework of the linear theory of elasticity. In [1, 2], the mechanical behavior of a radially inhomogeneous cylinder in a
three-dimensional formulation was studied on the basis of the spline collocation method and the finite element method.
In [3], the SSS of a cylinder whose properties depended on the radius loaded with uniform internal pressure was described.
In [4], an analytical study was carried out for a functionally graded piezoelectric cylinder. In [5], an exact solution was
constructed to a radially inhomogeneous hollow cylinder with exponential Young's modulus, with constant Poisson ratio
and power Young's modulus. In [6, 7], an analytical solution to the axisymmetric thermoelasticity problem for a
continuous cylinder was obtained using the direct integration method when the coefficient of linear thermal expansion
was an arbitrary function of the radius. In [8], a general asymptotic theory of a transversally isotropic homogeneous
hollow cylinder was developed. New groups of solutions were obtained for a transversally isotropic homogeneous
cylinder. The comparison of the constructed solutions to the solutions constructed using applied calculation methods was
given. In [9, 10], some boundary value problems of elasticity theory were studied for a functionally gradient isotropic and
transversally isotropic (the plane of isotropy was perpendicular to the axis) cylinder, in the case when the elastic modules
were arbitrary continuous functions of the radius of the cylinder. In [11], an analysis of the bending deformation problem
for a radially inhomogeneous cylinder was carried out. The analysis of the above papers shows that not all types of
boundary conditions on cylindrical surfaces have asymptotic representations of solutions.

In this article, on the basis of an asymptotic analysis of three-dimensional equations of elasticity theory, the features
of the SSS of a thin-walled cylinder whose properties vary linearly along the radius were studied. In this case, the inner
border was fixed in the axial direction and was free in the radial direction.

This goal was achieved using several steps: asymptotic integration of differential equations and the construction of
homogeneous solutions; derivation of formulas for the components of the displacement vector and stress tensor;
consideration of boundary conditions on the face surfaces.

Materials and Methods. Radially inhomogeneous hollow thin-walled cylinder

r={re[r;r,], p[0;2n], ze[-ly;l,]} isconsidered in a cylindrical coordinate system with the origin on its axis. The
problem of its equilibrium, in the case of fixing cylindrical surfaces along the axis and zero normal stresses, is solved in

an axisymmetric formulation under the action of stresses at its faces.
The boundary value problem consists of the equilibrium equations [8]:

G, — O
66” aGrZ " T b -0 ’ (1)
or oz r
%n o O _ 0, 2
or oz r
where ¢,,,5,,,0,,,0,,— components of the stress tensor.
Defining relations [8]:
o = (26 +2) M g [ Ur , M), @A)
or r oz
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o, = (26 +2) ey M Ur ) )
oz o r
u ou.  ou
=(2G+A)—+A Ly —2 1, 5
S =( ) r [c’% oz j ®)
U ©)
0z or

Here, u, =u,(r,z), u, =u,(r,z)— components of the displacement vector.
Lamé parameters vary linearly along the radius:
G(r)=Gr, A(r)=rr, )
where G,,A. — constants.

After substituting (3)—(7) into equations (1), (2), the dimensionless system of equations takes the form:

oxu ou o%u, ou, ow
(2G, +1y )| —=+e—= |+8(Gy +1g ) —=+ ) e2e% — +Gyg?e?» —E —2Ge2u =0, (8)
op? op OpoE, & 0&2
o ou o ou o
GO(—£+8—£]+(ZGO+7\,O)82[62”P S few P]+(Go+xo)gew ° =0, )
op? op 0&2 o0& OpdE
Here:
1 r z . . . 1 r, . .
p==In rl &= P new dimensionless coordinates; € = 5 In e in the case of wall thinness, small parameter;
€ 0 0 1
| b G. .
L=y, pe[-L1], ge[-L1], 1==2; up:u—r, ué:U_Z' Ay = L G, = h ; G, — some parameter having the
r0 r-0 r-0 Gl Gl

dimension of stress.
Let us consider a problem in which homogeneous boundary conditions are set on the lateral surfaces of the cylinder:

u| =0, (10)
ol sy = 0. (11)
Stresses are applied to the faces of the cylinder:
Ol =t (P), (12)
Oc)._y =t (p). (13)

(s=12).

Grr cFI'Z GZZ H H
G, == Oy =——, 0y =— — dimensionless stresses.
Gl Gl Gl

Stress vector components t, (p),t, (p), (s =1;2) satisfy the equilibrium conditions.

To construct homogeneous solutions, we seek the components of the displacement vector in the form:

U, (mg)=u(p)e=, u(pi&)=w(p)e=. (14)
Substituting representations (14) into the system (8)—(11), we obtain:
(2G, + 1o )(U"(p)+2u'(p))+eaes (G, +1g )W (p)+hoeW(p) ) +£2G, (a2e2» — 2)u(p) =0, (15)
G, (W'(p)+eW (p))+(2G, +2, )2 (aewu(p)+azeow(p))+&(G, + A, )aewu’(p) =0, (16)
W|p:ﬂ =0, a7)
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=0. (18)

p=%1

[(ZG0 +ho U (p)+ENq (u (p)+ aeepw(p))]

We investigate boundary value problems (15)—(18) at € — 0. To solve (15)—(18) at € — 0, we use the asymptotic
method [9-13].
Nonzero solutions (15)—(18) correspond to the third iterative process, the components of the displacement vector are
searched for in the form of expansions over a small parameter:
u® (p) =&(Ug (p) +esy () +++-),
WO (p) = (W, (p) +ewsy (p) +---), (19)
a=¢e1(B,+ePp, +

After substituting expansions (19) into equations (15)—(18) for terms of the first order, we have:

(2G0 +7‘0)ué’0 (p) +Bo (Go +2 )Wéo (p)+ G,f35Us3 (p) =0, (20)
oW (P)+Bo (G + 2 )Uio () +(2G; +24 ) B3 () = 0, (21)
Wao (p) pmil 0, (22)

=0. (23)

p==£1

(285 + )iy (0) + RoPois (p)

Following [13], the spectral problem (20)—(23) corresponds to a potential solution for the plate.
Thus, the solutions are presented in the form:

m . . 1
a) ugm (p; 5;) = SKZ::lTk <_ZGOBSk Sin Py sin (ﬁOkp)+O(£))X eXp(g(ﬁok +ePy +-- )E_»j ) (24)
: w . 1
Ués’l) (p;&) = aéTk (2G(,Bgk Sin By, cos(Byp) + O(s))x exp(E(BOk +eBy +- )gj . (25)
Here, B,, is the solution to the equation:
cosf,, =0. (26)
The stresses corresponding to solutions (24), (25) have the form:
o) = 3T, (-4GZB3, sin By 0S(Byp)+O(€)) exp[1 (Bo + &Py + -~~)a] , (27)
k=1 e
ol = ZT (—4G2[3 sin By, sin(Byp) +O (e xexp(:L Box + By +---)§j, (28)
€
ol = zT (4G¢B3, sin By, cos(Byp)+O(&))exp (1(5Ok + 8By +---)aj, (29)
€
ol =0(e). (30)
b) u@2 (P; i) = 3i F (ZGOBSi cos By; COS(Bin) + 0(5))X eXDLE(Boi +efy +- )‘:j: (31)
i=1 e
, © . 1
Uéa'z) (p; Z:o) = Szi F (ZGOBgi cosfy; sin (Bin)"' O(S))X eXp(g(Boi +efdy +- )éj . (32)
Here, B,, is the solution to the equation:
sinP,; =0. (33)
The stresses corresponding to solutions (31), (32) have the form:
Gg)sp;Z) = i F (_4Gngi cosB,; sin (Bin)+O(8))eXp(l(B0i +eBy; +)§ja (34) 4]
i=1 € =
(3 D= Z F ( GZ3; cosBy; COS(Bin)-FO(S))eXp(l(BOi +eBy; +)<§,], (35) g
€
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ol = Z F (4Gg[3§i cos By sin(Byip) + O(g))exp G(Boi +eBy +-- )gj (36)
GE;);Z) = 0(8)' e

The general solution (15)—(18) will be a superposition of solutions (24), (25), (31), (32):
u (&)= aé T, (~2G,B2, sinBy sin(Byp) +O(&))x

XeXp(%(Bok + &Py +)Z}j+82|:| (ZGOBSi cos By; COS(BOiP)"‘O(S))XGXP(%(Boi +eBy +)§jv (38)
u (p;&) = SéTk (2G,B3, Sin By, cos(Byp)+0O(2))x

Xexp(%(ﬁok +eBy, +"')éj+8i§i K (ZGOBSi cosBy; Sin(Bin)+O(8))x EXD(%(ﬁOi +eBy; +)§Jv (39)

Solutions (24), (25), (31), (32) have the character of a boundary layer. When moving away from the faces, solutions

(24), (25), (31), (32) decrease exponentially.
To determine constants T,, F,, we use Lagrange variational principle. The variational principle takes the form [8]:

2 1
SZﬂil[(cpé ~t,,)8u, +(o, 1y, )SUJ i:HeZepdp —o. @0)
Substituting (24-36) into (40), we have:
iMjkaO = p((glj), (a1)
ZQN io — p(()? (42)

Here:

-1 ok +Bo; )1 ok +Bo; )!
i =16G3Bz, B3, (Bo; —Box )~ SinBo, SinPBy; sin By, —BOK){exp(—mJ+exp[(B+—B’)B, (npu j# k)
€ €
M, =16Ggp3, sin2 B, (exp[ 2By, ] exp(ﬂ”lD, (npu j=k)
€ €
pélj) ZZGBSj SinBoj |:_J1.1(t21 (p)COS(Bij)—tll (p)Sin(Bojp))dp eXp[ BOJ j
1 . Bo; !
+_J.1(t22 (p)COS(Bij)_Hz (p)SIn (Bojp»dp'EXp(Tj:lu
Q;i =16G3p3;B5 (Bo;‘ —Boi )71 €O 3y; COS By, Sin(BOj —Boi ){EXP[_M]*‘GXPEWJ} (npu i = j)
Q, =16G3;; cos? Boj(exp( 2By, J ex p(ﬂmlD, (npu i=j)
€
|
p(gzj) ZGOBOJ COSBOJ |:.[ (tu( )COS(Bij)+t21(p)Sin(Bij))dp'eXp[_%j“'

S O |

T, =T+l +
+eF, +---

i — Fo
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]

Constants T,,,F, (p=1 2,...) are found from systems of linear algebraic equations (41), (42), analogous to which are

studied in [13].

Research Results. |n the article, in an axisymmetric formulation, the solution to the problem of linear elasticity theory
for a functionally graded hollow thin-walled cylinder, whose properties vary in thickness according to a linear law, was
considered. Homogeneous cross boundary conditions were set on the lateral surfaces of the cylinder, and a stress vector
was set at the faces. The constructed homogeneous solutions satisfied boundary conditions on cylindrical surfaces. For
their construction, an asymptotic approach based on the expansion by a small parameter characterizing the relative
thickness of the cylinder was used. To account for inhomogeneous boundary conditions at the faces, systems of linear
algebraic equations similar to those studied in the literature were obtained. It was shown that the constructed SSS solutions
had a boundary-layer character, which corresponded to the edge effect similar to the theory of inhomogeneous plates,
which bears the name of Saint-Venant.

Discussion and Conclusion. Usually, when studying the SSS of thin-walled structures, applied calculation methods
are built that reduce the dimension of the problem. In this regard, the task of determining the range of geometric and
mechanical parameters in which these methods give acceptable accuracy is critical. The solutions to three-dimensional
equations constructed in the work on the basis of asymptotic analysis make it possible to assess the adequacy of such
applied theories with a predetermined accuracy threshold. In addition, these solutions can find application in the
evaluation of numerical solutions to problems for structures with functionally graded materials.
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Abstract

Introduction. The widespread use of piezoelectric materials in various industries stimulates the study of their physical
characteristics and determines the urgency of such research. In this case, modal analysis makes it possible to determine
the operating frequency and the coefficient of electromechanical coupling of piezoelectric elements of various devices.
These indicators are of serious theoretical and applied interest. The study was aimed at the development of numerical
methods for solving the problem of determining resonance frequencies in a system of elastic bodies. To achieve this goal,
we needed new approaches to the discretization of the problem based on the finite element method and the execution of
the software implementation of the selected method in C# on the .net platform. Current solutions were created in the
context of the ACELAN-COMPOS class library. The known methods of solving the generalized eigenvalue problem
based on matrix inversion are not applicable to large-dimensional matrices. To overcome this limitation, the presented
scientific work implemented the logic of constructing mass matrices and created software interfaces for exchanging data
on eigenvalue problems with pre- and postprocessing modules.

Materials and Methods. A platform was used to implement numerical methods .net and the C# programming language.
Validation of the research results was carried out through comparing the values found with solutions obtained in well-
known SAE packages (computer-aided engineering). The created routines were evaluated in terms of performance and
applicability for large-scale tasks. Numerical experiments were carried out to validate new algorithms in small-
dimensional problems that were solved by known methods in MATLAB. Next, the approach was tested on tasks with a
large number of unknowns and taking into account the parallelization of individual operations. To avoid finding the
inverse matrix, a modified Lanczos method was programmatically implemented. We examined the formats for storing
matrices in RAM: triplets, CSR, CSC, Skyline. To solve a system of linear algebraic equations (SLAE), an iterative
symmetric LQ method adapted to these storage formats was used.

Results. New calculation modules integrated into the class library of the ACELAN-COMPOS complex were developed.
Calculations were carried out to determine the applicability of various formats for storing sparse matrices in RAM and
various methods for implementing operations with sparse matrices. The structure of stiffness matrices constructed for the
same task, but with different renumbering of nodes of a finite element grid, was graphically visualized. In relation to the
problem of the theory of electroelasticity, data on the time required to perform basic operations with stiffness matrices in
various storage formats were summarized and presented in the form of a table. It has been established that the renumbering
of grid nodes gives a significant increase in performance even without changing the internal structure of the matrix in
memory. Taking into account the objectives of the study, the advantages and weaknesses of known matrix storage formats
were named. Thus, CSR was optimal when multiplying a matrix by a vector, SKS was optimal when inverting a matrix.
In problems with the number of unknowns of the order of 103, iterative methods for solving a generalized eigenvalue
problem won in speed. The performance of the software implementation of the Lanczos method was evaluated. The
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contribution of all operations to the total solution time was measured. It has been found that the operation of solving
SLAE takes up to 95% of the total time of the algorithm. When solving the SLAE by symmetric LQ method, the greatest
computational costs were needed to multiply the matrix by a vector. To increase the performance of the algorithm, parallelization
with shared memory was resorted to. When using eight threads, the performance gain increased by 40-50%.

Discussion and Conclusion. The software modules obtained as part of the scientific work were implemented in the
ACELAN-COMPOS package. Their performance for model problems with quasi-regular finite element grids was
estimated. Taking into account the features of the structures of the stiffness and mass matrices obtained through solving
the generalized eigenvalue problem for an electroelastic body, the preferred methods for their processing were determined.

Keywords: piezoelectric materials, finite element method, sparse matrices, generalized eigenvalue problem, Lanczos
method, Krylov subspace, preprocessing module, postprocessing module, triplets, coordinate storage format, compressed
sparse row, CSR, compressed sparse column, CSC, Skyline
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Hayunas cmamos

Peasmm3anus 6a30BbIX onepanuii 1Jis1 pa3pe:KeHHbIX MAaTPUIl IPH pelleHun

00001IEHHOI1 321241 HA co0OcTBeHHbIe 3HaYeHus B koMiuiekce ACELAN-COMPOS

II.A. Oranecsu' = D<), 0.0. ITeiin
IOxHbIi (enepanbHbIil yHHUBEpCUTET, I'. PocToB-Ha-JloHy, Poccuiickas denepamus
< poganesyan@sfedu.ru

AHHOTAUUA

Beeoenue. 11lnpokoe NCTIONB30BAHKE TEE30MATEPHUANIOB B PA3IMIHBIX OTPACIISX CTUMYJIUPYET U3YUeHHE X PU3NIECKUX
XapaKTEePUCTUK M OOYCIIOBINBAET aKTyaJbHOCTh TAKHX M3bICKaHMH. B paccmarpuBaeMoM ciydae MOAAIbHBIN aHAIN3
MO3BOJISIET ONPENEIUTh PadoUuyI0 4acTOTy M KOI((GHUIMEHT IEKTPOMEXaHUIECKOH CBS3H MbE303JIEMEHTOB Pa3IMUHBIX
YCTPOUCTB. DTH HHAUKATOPHI IPEJICTABIISIIOT CEPhEe3HBIN TEOPETUUECKHIA 1 TPUKIIATHOW nHTepec. Llens uccnenoBanus —
pa3paboTKa YMCIEHHBIX METOJOB JUIS PEIICHMS 3aJaddl ONpEeeICHUs] YacTOT Pe30HaHCca B CUCTEME YNpyrux Tei. s
JIOCTHKEHUS IIE€NH HYXKHBl HOBBIC NMOJXOJbl K NUCKPETH3alMH 3a/ladd Ha OCHOBE METO/a KOHEUHBIX JJIEMEHTOB U
BBINOJIHEHHE MPOrPaMMHON peann3anii BEIOpaHHOTO MeTofa Ha s3bike C# Ha mmatdopme .net. AKTyabHbBIE pEIIeHUs]
co3maHbl B KOoHTeKcTe OmoOnmoTekn kimaccoB kKomimiekca ACELAN-COMPOS. OcHoBaHHBIE Ha OOpaIlleHUH MaTpPHI
N3BECTHBIC METOABI pemeHns] 0000IIEHHOH 3aa4n Ha cOOCTBEHHbBIE 3HAYEHHs HEPUMEHMMBI K MaTpHIaM OOJIBIION
pasmepHocTH. {71 NIpeoposieHHs] 3TOr0 OTPAHWYEHHS B IPEJCTABICHHOM Hay4HOM paboTe peain30BaHA JIOTHKA
MOCTPOEHHST MaTPHUI] MacC M CO3JaHbl IPOrpaMMHbIE MHTEP(EHCHI Uil 0OMeHa JaHHBIMH O 3ajJja4ax Ha COOCTBEHHbIE
3HAYEHMS C MOJYJISIMH IIpe- 1 TMOCTIPOLIECCHHTA.

Mamepuanst u memoost. Jlns peann3aldyl YHCICHHBIX METOMOB 3aJCHCTBOBANM IulaThopMmy .NEt U A3BIK
nporpammupoBanus C#. Banuaaius pe3yibTaToB HCCIEI0BaHHS IIPOBOIMIIACH ITYTEM CPABHEHHUS Hall/ICHHBIX 3HAUSHUH
¢ peuieHusiMH, nonydeHHbIMH B m3BecTHIXx CAE-makerax (anrnm.  computer-aided  engineering —
KOMITBIOTEpH3NpOBaHHast MHXeHepust). Co3gaHHbIe TOANIPOrPaMMbl OLIEHHBAIIUCH C TOUKH 3PEHHS TPOM3BOAUTEIILHOCTH
1 IPUMEHHMOCTH JUIA 3a/1a4 O0JbIIoil pazMepHOCTH. [IpOBOAMINCE YHCIIEHHBIE YKCIIEPUMEHTHI C LEJIBI0 BAJIUAAIIUN
HOBBIX aJTOPUTMOB B 3aJjadyax Mayoil pa3sMepHOCTH, KOTOpbIe pemaroTcs n3BecTHeIME MeTogamu B MATLAB. Jlanee
MOJIXOJ] TECTHUPOBAJIM Ha 3ajadax c OOJBIIMM YHCIOM HEHW3BECTHBIX M C YYETOM pacHapauIeIMBaHMS OTJENbHBIX
onepannii. UtoOb1 m36exaTh HaX0XKICHNUS 00pPaTHOW MaTPHUIIB], IPOTPAMMHO PEaTn30BaIN MOAUMUITUPOBAHHBIA METO

Jlannomra. PaccmoTpend ¢GpopMaThl XpaHEHHsT MaTpul] B onepaTuBHON mamstu: tpuiuietsl, CSR, CSC, SKyline. s
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pEIIeHUs] CUCTEMbI TMHEWHBIX anreOpandeckux ypaBHeHud (CJIAY) 3amefcTBOBaNM UTEPAITMOHHBIH CHMMETPHYHBIH
Mmeron LQ, azanTupoBaHHbII K 9TUM popMaTam XpaHEHHSI.

Peszynomamut uccnedoganus. Pa3paboTaHbl HOBBIE PACUETHBIE MOIYNIH, HHTETPHUPOBAHHBIE B OMONMOTEKY KIAacCOB
kommiekca ACELAN-COMPOS. IlpoBemeHBI pacdeTsl I ONpeAeNieHHS NPUMEHHMOCTH Pa3iIH4YHBIX (OpMaToB
XpaHEHHs Pa3pEeKEHHBIX MATPHIL B OTIEPATHUBHON MAMSTH U Pa3IMYHBIX METOAOB PeasTU3alny ONIePALUi C pa3pesKeHHBIMH
Marpuuamu. ['pagudeckn BU3yanu3upoBaHa CTPYKTYpa MaTpPUII )KECTKOCTH, IIOCTPOCHHBIX JUUIL OJJHON M TOH XKe 3a1auH,
HO C pasiIuMyHOM IepeHyMepalued y3j710B KOHEYHOJIEMEHTHON ceTku. IlpumMeHUTEeNnpHO K 3ajadye TEOpUH
IEKTPOYNPYTOCTH OOOOIIEHBI U MPECTaBICHBI B BU/IE TAOIHIBI JaHHBIE O BPEMEHH, HEOOXOAMMOM Ha BBIIIOJIHCHNE
0a30BbBIX OIlEpalrii ¢ MaTPULAMH YKECTKOCTH B Pa3jIMYHBIX (OpMaTax XpaHEHHs. Y CTaHOBJICHO, YTO MEepeHyMeparus
Y3JI0B CETKH JIa€T CYIIECTBEHHBIN IPUPOCT IPON3BOIUTENBHOCTH Jaxe 0€3 M3MEHEHNS BHYTPECHHEH CTPYKTYPBI MaTPHIIBI
B maMsaTH. C y4eToM IOCTaBICHHBIX 337ad HCCIECIOBAaHWSA Ha3BaHBI MPEHMYIIECTBA U CIa0ble CTOPOHBI M3BECTHBIX
¢dopmaToB xpanenus: marpuil. Tak, CSR onrtuManeH npu yMHOXXEHUH MaTpHibl Ha BekTop, SKS — mpu obpamennn
MaTpuIbl. B 3aa4ax ¢ 4MCIOM HEM3BECTHBIX MOpAAKa 10° BEIMIPBHIBAIOT B CKOPOCTH UTEPAIMOHHBIE METO/IbI PELIEHHUS
00001IeHHO 331291 Ha COOCTBEHHBIE 3HaUeHU:. OIIeHNBaIACh IPOU3BOUTEIHHOCTD IPOTPAMMHOM pearn3aIiiii MeTo1a
Jlannoma. Mi3Mepsiiicst BKIIaa Bcex omeparuii B obmiee Bpems peleHus. BersicHunocs, yto oneparus peuienus CJIIAY
3aHuMaetr 10 95 % ot oOmero BpemeHu paboThl anropurMma. [Ipu pemenun CJIAY cummerpuuHbiM MeTozoM LQ
HauOONbIINE BBYUCIMTEIBHBIC 3aTpaThl HYXXHBI IS yYMHOXKEHHSI MaTpuipl Ha BekTop. [lnd  yBenwdeHus
MIPOU3BOIUTENBHOCTH ANTOPUTMa NPUOETIIN K pachapaiieIMBaHuio ¢ o0meil nmamsTeio. [Ipu ncrons30BaHUN BOCBMU
MOTOKOB ITPOM3BOANTEIBHOCTH BhIpocia Ha 40-50 %.

Oécyancoenue u 3axniouenue. [loayueHHble B paMKax Hay4HOH paObOTHI NpOrpaMMHBIE MOYJIN ObUIM BHEAPEHBI B ITAKET
ACELAN-COMPOS. Ormenena wuX TNPOW3BOAWUTENFHOCTh [UII MOJCIBHBIX 3a1a4 C  KBa3HPETYJAPHBIMHA
KOHEYHOJIEMEHTHBIMU ceTKaMH. C y4eToM OCOOSHHOCTEH CTPYKTYp MAaTpHI] KECTKOCTH M Macc, IOJy4aeMbIX IpH
peleHnr 00001IeHHOIT 3a/1a41 Ha COOCTBEHHBIE 3HAYEHHS JUIS 3JIEKTPOYIPYTOro Tella, OIpeIesIeHbl IPeANOYTUTEIbHbIE

METOIBI U X 00padOTKH.

KaioueBble ci1oBa: mpe3oMaTepralibl, METOA KOHEUHBIX 3JIEMEHTOB, Pa3peXEHHBIE MaTpHIBl, 0000IIECHHAs 3aa4a Ha
coOCTBeHHBbIE 3HaueHus, MeTon JlaHuoma, mnoAnpocTpancTBo KpelgoBa, MOAynb IPENpoOLECCHHIa, MOAYIb
MOCTIPOLIECCHHTA, TPHILIEThI, KOOPAMHATHBIN QopMaTr XpaHEHHs, CXKaTblii paspexeHHbld psng, CSR, cxkaTbiit

paspexennsrii cronben, CSC, SKyline

BaarogapHocTH: aBTOphI BhIpaxkatoT OnarogapHocTs A.H. ConoBreBy u T.C. MapThIHOBOI 32 MOMOIIB B pa3zpaboTke
YHCIIEHHBIX MeTO/10B U Poccuiickomy HayuHOMY (OHAY 32 (PMHAHCOBYIO MOJICPIKKY MccienoBanus rpantom Ne 22-21—
00318, https://rscf.ru/project/22-21-00318

Jnsa nurupoBanus. OranecsH [1.A., Hlreiir O.0. Peanmm3amms 6a30BBIX oIlepanuii AN pa3peKCHHBIX MaTpHUI] B

KOHTEKCTEe peleHnsi 0000IeHHON 3a1aun Ha coOcTBeHHble 3HaueHnst B kommiekce ACELAN-COMPOS. Advanced
Engineering Research (Rostov-on-Don). 2023;23(2):121-129. https://doi.org/10.23947/2687-1653-2023-23-2-121-129

Introduction. Devices made of piezoelectric materials have been widely used, actively studied and improved for a
long time. Medical ultrasound devices (diagnostic equipment, ultrasonic scalpels) [1-4] and mobile energy generators [5]
should be noted separately. Paper [6] described the combination of photo- and piezoelectric effects to create efficient
compact energy sources. New materials designed for the application under specific conditions are being studied in science
and industry. In [7], the creation of a lead-free piezo-active composition suitable for operation at various temperatures
was considered.

In the study on piezoelectric elements, a key role is played by the modal analysis stage, which enables to establish
the resonance and antiresonance frequencies of the device. These data:

— are needed to find out the operating frequency of the device;

— provide determining the electromechanical coupling factor — an important performance indicator of the device;

—are input information in numerical experiments for problems on forced oscillations.

The study was aimed at the creation of numerical methods for solving the problem of determining resonance
frequencies for a system of elastic bodies. Achieving the stated goal required solving two tasks. The first was to develop
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methods of discretization of the problem based on the finite element method (FEM). The second was to carry out a
software implementation of the selected method in C# on the .net platform. All known programs take into account the
context of the ACELAN-COMPOS class library [8]. When solving a generalized eigenvalue problem, methods based
on matrix inversion are widely used. However, they are not applicable to large-dimensional matrices. In the presented
research, this limitation was overcome as follows:

— the logic of constructing mass matrices was additionally implemented;

— software interfaces were created for exchanging data on eigenvalue tasks with pre- and postprocessing modules.

Materials and Methods. Principally, the proposed approach was designed to solve static problems of electroelasticity
when implementing the averaging method [9], which was used to calculate the effective properties of piezo composites.
In this regard, only stiffness matrices were presented at the stage of constructing global FEM matrices. In this study, we
additionally implemented the logic of constructing mass matrices and developed software interfaces (application
programming interface, API) for exchanging data on eigenvalue tasks with pre- and postprocessing modules. The
developed routines were evaluated in terms of performance and applicability for large-scale tasks. Numerical experiments
were carried out to validate the algorithms created for such small-dimensional problems that provide obtaining a solution
by general methods in the MATLAB computing package. Next, testing was performed on tasks with a large number of
unknowns and taking into account the parallelization of individual operations.

The mathematical model of the problem being solved consists of the defining relations [9]:

Prc®2U + AsppoioU—V-c=¢, V-D=0, 1)
c=CF-(e+PBst)—€] -E, D+cyD=¢;- (e+Gué)+55 - E, 2)
e=(Vu+vur)/2,E=-V¢. (3)

Here, ¢ — stress tensor; pj— body density; ¢ — strain tensor; u — displacement vector; D — electric displacement
vector; E — electric-field vector; f; — body force vector; ¢ — electric potential; og, Bqsj, ¢ — damping
coefficients; cf, e], o5 — tensors of elastic constants, piezoelectric modules and dielectric permittivity; index j —

body number in the model.
The discretization is performed by replacing:
u(x,t) =NJ(x)-U(t) , o(x,t)= NJ(x)-O(t) .
Here, N, — shape function matrix for the displacement field; N, — shape function vector for electric potential;

U(t), @(t) — global vectors of the corresponding nodal degrees of freedom.

In this case, the original problem (1-3) takes the form:
M-&+K-a=F . (4)
Here, matrices M and K are global matrices of mass and stiffness, respectively, and the vector is a general vector of

unknowns:
a=[U, o].
In the problem of the theory of electroelasticity:

m-( 8- ) ©
Matrices M, ,» Ky and Ky, — symmetric. In the case of harmonic oscillations at natural frequency o, it is
possible to write:
a=v;sin(mt),
denoting the corresponding eigenvector by v;.
Consider free oscillations if F =0 . In this case, task (4) is represented as:
—o?Mv; +K-v; =0. (6)
Thus, the original problem is reduced to a generalized eigenvalue problem (6). For nonzero v, , inequality (6) is solved

by finding the matrix inverse to K . However, at the same time, the sparse matrix becomes full, i.e., the method is
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unsuitable for large matrices. Therefore, it is needed to use other methods that do not require finding the inverse matrix.
To solve this problem, a modified Lanczos method was programmatically implemented in this paper [10]. The author of
this modification is T. S. Martynova. The description of the development is not given in this article. Of the operations
used in the method, the most expensive from the point of view of computational resources was the solution to a system
of linear algebraic equations (SLAE), needed for performing a spectral transformation.

Matrices M and K — sparse, with a small number of nonzero elements. Several formats are used to store such
matrices in RAM:

— triplets, or coordinate format;

— CSR (compressed sparse row);

— CSC (compressed sparse column);

— Skyline storage format (SKS method).

The coordinate format involves storing triples (triplets) of values (i, j, k), representing coordinates (i, j) and values (k)
of nonzero elements. CSR is sometimes referred to as CRS or Yale format. It involves storing a sparse matrix in the form
of three arrays. Consider matrix of N size with NZ nonzero elements. We describe the possible organization of its
storage. All nonzero elements must be placed in one array of NZ size. The positions of these elements in the columns
should be placed in another array of NZ size, and the third array of N size should be used to store the indices of the first
elements of the rows. Similarly, the storage in CSV format is implemented.

The SKS format assumes the storage of a variable-width matrix band that includes all nonzero elements. In this case,
zeros are allowed. The efficiency of this format depends on the renumbering of the matrix rows. Methods for reducing
the size of the tape are described in [11]; however, their applicability to the stiffness matrix obtained when solving a three-
dimensional problem using FEM requires a separate study.

To solve the SLAE (system of linear algebraic equations), an iterative symmetric LQ method (SYMLQ [12]) adapted
to the storage formats listed above was used.

Research Results. At the beginning of the study, we chose the optimal storage format for sparse matrices. The
coordinate format enabled to quickly add and change an element of the matrix. These operations were needed at the stage
of assembling the global matrix and taking into account the boundary conditions. In addition, for ill-conditioned matrices,
to which K refers, a preliminary transformation is often used for normalization. It is also convenient to perform it in the
coordinate format. However, this format is ineffective when it comes to algebraic operations.

CSR is ill-adapted for changing the structure of the matrix: by adding a nonzero element, you need to insert into two
arrays. In this case, the matrix is multiplied by a vector quite easily and efficiently.

SKS has similar problems with the addition of nonzero elements and is highly dependent on the renumbering of
unknowns in the problem. We focus on the example of a quasi-regular grid, which is used in the ACELAN-COMPOS
package to work with representative volumes of composites. The width of the band containing all nonzero elements can
be predetermined and depends on the number of nodes and the type of final element. In the general case of an arbitrary
finite element grid, it is difficult to estimate the size of the band in advance.

Four methods of numbering unknowns were used in numerical experiments. Figure 1 shows the structure of stiffness
matrices constructed for the same task, but with different renumbering of nodes of a finite element grid.

.
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Fig. 1. Stiffness matrix structure with various methods of node numbering:
a— unknowns are ordered by nodes; b — first, displacement nodes are ordered,
then potentials; ¢ — nodes are sorted by layers of the FE grid, and unknowns — by nodes;
b, d — nodes are sorted by layers of the FE grid, and unknowns — as in example

Thus, the grid was a cube with regular partitioning by eight-node finite elements. A model matrix of 500 lines was
used for the illustrations. The matrices shown in Figures 1 a and 1 b, were not subjected to additional renumbering of
nodes and differed only in the numbering of degrees of freedom. In 1 a:

a :[ulx'uly'ulz’(Pl""’uNx’uNy'uNz’(\DN]'
In 1 b, the unknowns responsible for the potential distribution were collected at the end of the vector:
a= [ulx’uly’ulz""’uNx’uNy’uNz’(Pl""’(PN] .

The unknowns in matrices 1 ¢ and 1 d were numbered similarly, but the nodes of the finite element grid were pre-
numbered according to their coordinates through alternately sorting all nodes by each of the coordinates. This technique
is widely used to build more efficient SLAE solution modules, as it enables to work with the matrix in a suitable band
format, convenient for parallelization. Similar external modules were implemented for the ACELAN-COMPOS
complex [13-15]; however, in this work, only formats for storing sparse matrices of a general form were used.

Table 1 summarizes the data on the time required to perform basic operations with matrices in various formats.

Table 1
Time to perform basic operations with the stiffness matrix in the problem of the theory of electroelasticity.
19,652 rows
Storage . Elapsed time, ms
Operation
format la 1b lc 1d
CSR Conversion from coordinate format 123 132 97 117
CSR Multiplication by vector, 100 operations 260 260 260 260
SKS Conversion from coordinate format 690 703 124 268
SKS Multiplication by vector, 100 operations 60,558 | 61,450 | 7,616 | 22,113

The experimental results showed that the conversion operation from a coordinate storage format to a compact one
took little time. At the same time, the renumbering of grid nodes to form a block-tape matrix made it possible to get a
noticeable increase in performance even without changing the internal structure of the matrix in memory. CSR format
turned out to be optimal in terms of the efficiency of the matrix-vector multiplication operation. When the matrix was
inverted, SKS format was more efficient, but for problems with the number of unknowns of the order of 103, iterative
methods for solving a generalized eigenvalue problem worked noticeably faster.

Further, the performance of the software implementation of the Lanczos method was experimentally evaluated. The
contribution of all operations to the total solution time was measured. As a result, it was found that the operation of
solving SLAE took up to 95% of the total time of the algorithm. In the course of the algorithm, a Krylov subspace was
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constructed, and depending on its dimension, the number of SLAE that needed to be solved changed. Note that the
dimension of the Krylov subspace was chosen based on heuristics with respect to the number of desired eigenvalues.
Here, the SLAE differed only in the right part, so that the requirements for allocated memory remained low. Among the
basic operations used in the course of solving SLAE by the SYMLQ method, the greatest computational costs were needed
for multiplying the matrix by the vector.

To increase the performance of the algorithm, the simplest parallelization with shared memory was implemented.
Blocks of rows were allocated for the CRS format. They were transmitted to separate threads that calculated the
corresponding components of the resulting vector. The performance gain was 40-50% when using 8 threads. At the same
time, for matrices of the order of 10° elements, the increase was about 40%, and for matrices of the order of 10* — about 50%.

Discussion and Conclusions. Within the framework of this study, a method for solving a generalized eigenvalue
problem for matrices obtained by modeling electroelastic bodies was implemented. Software modules were created in C#
for constructing mass matrices by the finite element method and performing auxiliary operations within the framework
of the Lanczos method (working with Krylov subspace vectors, reorthogonalization, finding eigenvectors). The
computational complexity was mainly due to the operations of multiplying sparse matrices by a vector. In this regard,
numerical experiments were carried out to determine the optimal formats for storing matrices, the optimal structure of the
matrix obtained as a result of renumbering the nodes of the FE grid and degrees of freedom in the nodes. A version of the
SYMMLQ iterative algorithm using parallel computing was developed. The final scheme of work included three points.
First, global matrices were constructed in coordinate format with a renumbering algorithm (Fig. 1 c¢). Secondly, the data
was converted to CRS format. Thirdly, the data was processed by the Lanczos method, which included the SYMLQ
method for solving SLAE. The results of the work were included in the ACELAN-COMPOS software package.
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Abstract

Introduction. The formation of the quality parameters of the surface layer and the operational properties of the parts
occurs throughout all stages of their manufacture. However, the decisive impact is most often exerted by the stages of
finishing. Therefore, in modern digital engineering, the task of process support of high quality of the surface layer of the
part is one of the challenges in solving the problem of improving the quality and reliability and increasing the life cycle
of manufactured machines. Surface plastic deformation treatment is instrumental in improving the performance
characteristics of machine parts. Its essence is that the required quality parameters of parts are obtained not by removing
a layer of material, but by plastic deformation. During the processing, both the dimensions of the parts and the physical
and mechanical properties of the surface layers are changed. In this case, the technologist has the opportunity to
significantly increase the life cycle of the manufactured products through controlling the process. These studies are aimed
at providing the required quality parameters of the surface layer under processing with an eccentric hardener.

Materials and Methods. The article presents the results of research on a hew method of surface plastic deformation
treatment — with an oscillating eccentric hardener. The considered processing method enables to obtain high quality of
the treated surface, to process large-sized parts in places that are stress concentrators, to process welds, small areas of
surfaces, whose hardening is needed for the part to fulfill its intended service. A set of theoretical studies was carried out;
their results provided determining the parameters of a single interaction of the indenter and the surface of the part, the
diameter of the plastic imprint and its depth.

Results. Dependences for determining the surface roughness, the depth of the hardened layer and the degree of
deformation were obtained. The resulting formulas were tested for adequacy by experimental studies.

Discussion and Conclusion. The obtained research results can be used in the technological design of surface plastic
deformation treatment processes. Further tasks for the study of the considered processing method are determined.

Keywords: oscillating tool, eccentric hardener, surface roughness, hardened layer depth, degree of deformation
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@®opMUpPOBaHHE Ka4eCTBA MOBEPXHOCTHOIO CJIOSI TP OTAEJI0YHO-YIPOYHSIIOIe 00padoTke
AeTasieil FIKCIHEeHTPUKOBBIM YIIPOUHHUTEIEM
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JloHCKOM ToCyAapCTBEHHbIN TEXHUUECKUI YHUBEPCUTET, T. PoctoB-Ha-Jlony, Poccuiickas denepanus
< lina_tishenko@mail.ru

AHHOTaLUA

Beseoenue. dopMupoBaHue MapaMeTpOB KauecTBa IMOBEPXHOCTHOTO CJOS M AKCIUTyaTallMOHHBIX CBOMCTB neranei
MIPOUCXOUT Ha MPOTSHKEHUH BCEX ITANOB UX U3roToBNIeHU. OJJHAKO pellarollee BIMSHUE Yallle BCEro OKa3bIBAlOT STAllb
¢uHMIIHON 00paboTku. IloaToMy B coBpeMeHHOM NHM(POBOM MAIIMHOCTPOCHHH 3ajada TEXHOJOTMYECKOro
obecrieueHHs BBICOKOTO Ka4yeCcTBa IMMOBEPXHOCTHOTO CJIOSl JAETalH SBJISAETCS OJHOM M3 BKHEWIINX NPU pEIICHUU
MIPOoOJIEMBI TTOBBIIICHUS KadeCTBa, HAAS)KHOCTH M yBEIMUCHIS KIU3HEHHOTO IIMKJIA IIPOU3BOAMMBIX MaIlnH. Bemymryro
pOIH B TOBBINICHWH SKCIDTYyaTAIMOHHBIX XapaKTEPHUCTHK JeTallell MamiH urpaer o0paboTka MOBEPXHOCTHBIM
IUTACTHYECKUM J1e(hOpPMUPOBAHHEM, CYIIHOCTH KOTOPOW 3aKIIOYaeTCs B TOM, YTO TpeOyeMble IapaMmeTphl KadecTBa
JIeTaJel JOCTUTAIOTCS He YIaJICHHEM CJI0s MaTeprala, a ero IacThIeckuM aedopMupoBanrneM. B mporecce 00paboTku
MIPOU3BOTUTCS U3MEHEHHE KaK Pa3MepOB AeTallel, Tak U PU3NKO-MEXaHHISCKUX XapaKTEPUCTUK MIOBEPXHOCTHEIX CIIOCB,
yirpaBJisid KOTOPBIMU TEXHOJOT MMECT BO3MOKHOCTH 3HAYUTCJIBHO YBCIWMYUBATH JKU3HEHHBIN TUKIT HpOHSBO}IHMOﬁ
MIPOAYKIIUU. LICJ'H)}O HaACTOAIUX I/ICCJ'Ie,HOBaHI/Iﬁ SIBIISIETCST  0OECIIcUeHHUE HCO6X0)11/IMI)IX napaMeTpoB KaudcCTBa
MOBEPXHOCTHOTO CJIOSI IPU 00pabOTKe SKCIEHTPHUKOBBIM YIPOUHHTEIIEM.

Mamepuanvt u memoodsl. B craTthe TNpenCTaBICHBI pPE3yJIbTaThl HCCICIOBAHMN HOBOTO MeEToga 00pabOTKH
MMOBEPXHOCTHBIM  IUIACTHYECKUM  Ie(POPMHPOBAHHEM — OCIIJUIAPYIOIIMM OKCICHTPUKOBBHIM  YIIPOYHHUTEIICM.
PaccmarpuBaeMbrii MeTon OOpaOOTKM TO3BOJIIET IIONYyYaTh BBICOKOE KadecTBO OOpabOTaHHOW ITOBEPXHOCTH,
OCYIIECTBIIATE 00pabOTKYy KpYyIMHOTaOApHUTHBIX JAeTalell B MecTaX, SBIMIOMIMXCA KOHIICHTPATOpPaMH HaNpsKCHUH,
00pabaThIBaTh CBapHBIC BB, HEOOIBIIAE YIACTKH HOBEPXHOCTEH, YIIPOUYHEHHNE KOTOPHIX HEOOXOIUMO IS BHITIOTHEHUS
NIETaTbI0 CBOETO CIYXKEOHOTO Ha3HAYCHHS. BEHIONHEH KOMIUIEKC TEOPETHYECKUX HCCIICHOBAHUMA, IO pe3ylbTaraM
KOTOPBIX ONPEACJICHbI NapaMETpbl €AWMHHUYIHOI'O BS&I/IMO[[CIZCTBI/ISI WHACHTOpPA C IMOBEPXHOCTHIO JAC€TAJIH, AUAMETP
IUTAaCTHYECKOTO OTIIEYaTKa U ero rIyOouHa.

Pezynomamut uccnedosanus. I1onydeHbl 3aBUCHMOCTH JUISL OINIPENENICHHS IIEPOXOBATOCTH IOBEPXHOCTH, IIyOWHBI
YIOPOYHEHHOTO CJios ¥ cremeHd jaedopmarpm. [lomyueHHble (OPMyJBI  MPOILIH POBEPKY aJeKBaTHOCTH
OKCIICPUMEHTAJIbHBIMHU UCCJIIEAOBAHUAMU.

Oébcyyncoenue u 3aknwuenue. IlomydeHHBIE pe3yNbTaThl HCCICIOBAHUNH MOTYT OBITh HCHOJNB30BaHBI IPHU
TEXHOJIOTHYECKOM IPOSKTUPOBAHUN TIPOIECCOB OOpPaOOTKH MOBEPXHOCTHBIM IUIACTHYECKUM Ae(pOpMUPOBAHHEM.

OnpeueneHH I[aﬂbHeﬁIHHe 3ala4yu 110 UCCIICAOBAHUIO pacCMAaTpUBacMOTro METOAa O6pa6OTKI/I.

KaroueBble cjioBa: OC]_II/IJ'IJ'H/IpyIOH.[I/Iﬁ HWHCTPYMCHT, 3KCLI€HTpHKOBBII>ll YIPOUHUTECIIb, HIEPOXOBATOCTH MOBCPXHOCTH,

IyOMHA YIPOYHEHHOTO CIIO0s, CTeNeHb Aedopmarmu

BJ'[aFOZIapHOCTI/I: ABTOPBI BhIpAXKAIOT 6HaFOI[apHOCTI> pPEeaaKINHU )KXypHaja U pEICH3CHTaM 3a BHUMATCIIbHOC OTHOLICHUEC

K CTaThC.

s uutuposanus. Tamapkua M.A., Tamapkusn 3.0., Xamam O. @opMHupoBaHHE Ka4eCTBA TIOBEPXHOCTHOTO CJIOS ITPH
OTJICJIOYHO-YIIPOUHsfoNIeil 00paboTke meraneil KCIEeHTpuKOBBIM ympounutesneMm. Advanced Engineering Research
(Rostov-on-Don). 2023;23(2):130-139. https://doi.org/10.23947/2687-1653-2023-23-2-130-139

Introduction. The reliability and durability of machine parts largely depend on the quality of their surface layer. From
numerous works on mechanical engineering technology, it is known that the formation of the quality parameters of the
surface layer occurs at all stages of their manufacture. However, the dramatic impact is most often exerted by the stages
of finishing. Therefore, in modern digital engineering, increased attention is paid to the production design of highly
efficient finishing operations of parts, which enables to respond to a challenge of increasing their life cycle. Surface plastic
deformation (SPD) treatment is critical in improving the performance of machine parts carried out under finishing
operations. In contrast to traditional cutting methods, the quality parameters of the surface layer in SPD are obtained
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through performing plastic deformation with special tools or working media. In the course of processing, simultaneously
with the change in the size of the processed parts, the physical and mechanical properties of the surface layers are changed.
In this case, the technologist has the opportunity to significantly increase the life cycle of the manufactured products
through controlling the process.

It should be noted that the widespread use of many SPD methods in industry is hindered by poor knowledge of their
basic laws, difficulties arising in the process of designing optimal combinations of processing modes, and design
parameters of the tooling. On numerous occasions, treatment modes are assigned on the assumption of the results of
private experimental studies, which provides low processing efficiency [1-6].

The objective of these studies is to provide the required quality parameters of the surface layer during processing with
an eccentric hardener.

Materials and Methods. The need for applying SPD under the conditions of modern machine-building industries
results in the creation of new processing methods. One of such methods is the processing of SPD with an oscillating
tool — with an eccentric hardener.

Figure 1 shows a kinematic diagram of an eccentric hardener consisting of vibrating body 1 suspended on flat
springs 2. Vibrations of vibrating body 1, acting normally to the treated surface, are excited by the rotation of eccentric
mass (unbalance) 3 around the vertical axis. The rotation axis of the eccentric mass is restricted from moving relative to
vibrating housing 1. The rotational motion is transmitted to the eccentric from electric motor 5 through flexible shaft 6.
Tool head 4 with an instrument of the appropriate geometric form is attached to housing 1. The motion of tool 4 is limited
by limiter 7 (a workpiece). In this case, the tool is an indenter with a spherical sharpening. It can be made in the form of
a roller or a ball. The vibration system in the eccentric hardeners can be represented as a single-mass system with two
degrees of freedom, which is under the action of a force varying according to the harmonic law. To study the system
dynamics, we consider the features of its free oscillation under the action of centrifugal vibration excitation and the nature
of the movement of the system hitting the limiter (a part).

Under free oscillation, the vibrating system fixed at the end of flat springs 2 (Fig. 1) performs harmonic oscillations,
which are excited by the rotation of eccentric 3 with a constant angular velocity.

The proposed device can be effective when processing formed parts of not the most complex profile, and in some
cases — when processing simple surfaces, such as planes or bodies of rotation.

First, it is required to check the possibility of providing a wide range of the energy of the impact of the tool head on
the surface of the workpiece in combination with relatively low altitude characteristics of surface roughness.

Due to the lower rigidity of a flat spring (in our case, two springs) in the X direction, in comparison to the stiffness in
the Y direction, the system describes a trajectory close to an ellipse with a larger semi-axis in the X direction. To analyze
the law of motion of the system, we decompose the trajectories along the X and Y axes.

The equation of motion of the center of gravity is nothing more than a mathematical expression of Newton's second law.

Fig. 1. Scheme of eccentric hardener: 1 — housing; 2 — flat spring; 3 — eccentric mass; 4 — tool head;
5 — electric motor; 6 — flexible shaft; 7 — limiter (workpiece)
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Fig. 2. Rotations of the housing of the hardener during vibrations

Research Results. To establish the main regularities of the process variables effect on the interaction of the oscillating
indenter and the treated surface, it is necessary to take into account the kinetic energy of the indenter, the number of
indenters, the radius of the indenter, the efficiency of the device, physical and mechanical properties of the
workpiece [1-6].

Taking into account all the forces acting on the moving indenter, it is possible to write the equation of motion of the
tool head in the Y direction:

dzy _ dy )

mCF_—cly—uE+mcamrm cosot—m.g, (1)
in the X direction:
d2x dx .
m —=—-CX—u—+m__ro?sinmt, 2
¢ dt2 Wt " e @
dz2 d2x " L .

where m°¥’ m°¥ — projections of the inertia forces of the system on Y and X axes, respectively; ci, y, cXx —
projections of spring resistance forces on Y and X axes; p,% , pi—i’— projections of the resistance forces of the medium
on Y and X axes;; Mg,rm2cosmt, Mg, rm2sinot — projections of the perturbing force on Y and X axes;

mcg — gravity (weight) of the vibrating system; m¢ — mass of the vibrating system; C1, C — spring stiffness in the Y and
X direction; p — resistance of the medium; mcan — mass of the eccentric; r— distance from the axis of rotation of the
eccentric to its center of gravity; o — angular velocity; t — current time value; y, X — current coordinate value.

Due to the significantly greater stiffness of the springs in the Y direction relative to the stiffness in the X direction,
the amplitude of the indenter movement in the Y direction is noticeably less than the amplitude in the X direction.
Therefore, we assume that the system performs harmonic oscillations only in the X direction, i.e., we consider an indenter
with only one degree of freedom.

If we neglect the damped oscillation, then the equation of motion will have the form:

x=bsin(at + ), ®)

where b — amplitude of the oscillations; p — phase difference between the exciting force and the movements of the
center of gravity of the indenter.

Substituting this expression into equation (2), we find:

2
cam

\/(C—wzmc)z + o’ 11

b , (4)
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Y (5)
c—w’m,
Value p is determined from the expressions:
oM.
= L ¢ y 6
om (6)

where o; — frequency of natural oscillations; & — logarithmic decrement of attenuation.
After differentiating equation (4) in time and examining the function at the extremum, we obtain an expression for
determining the maximum speed of the indenter:
3
V — mcamrw . (7)
\/(C—a)zmc)z +a’u’

The largest kinetic energy of the indenter is determined from the equation:

_ mVy mm2 r’e® ®)

c__cam

2 2Alc-o’m) +a’ ]

The analysis of the interaction of spherical indenters and a deformable half-space (the surface layer of the workpiece)
is described in the classical works of 1. V. Kudryavtsev [1, 2, 4, 5]. The diameter of the plastic print can be determined
from the dependence

9)

In this case, the depth of the plastic print can be defined as:

h:l T—~n, (10)
4\M-D,-HD

where T — kinetic energy of the tool head; HD — dynamic hardness of the part material (ratio of the impact energy of
the spherical indenter to the volume of the displaced material upon impact); Di — diameter of the indenter; n — efficiency
of the device; M — number of indenters.

When processing with an eccentric hardener, the roughness parameters of the treated surface can receive a constant
(steady-state) value, which is reproduced during further processing of the surface of the part. The relief of the resulting
surface can be both isotropic and anisotropic and is formed by repeatedly superimposing traces of a single interaction.

When the oscillating indenter interacts with the initial protrusions of the microasperity, its height decreases with a
simultaneous decrease in the depth of the cavities of the microasperity. With increasing processing time, the initial surface
roughness profile is completely reshaped. As a result, a new microrelief is formed, and it has a specific character for each
SPD method [7-19].

The finally formed roughness of the treated surface is called “established”. As a rule, its altitude parameters do not
depend on the initial one. They are formed under the specific conditions of each processing method and depend on its
process variables. Based on the methodology of papers [3, 4], a dependence was obtained for determining the steady-state
surface roughness during treatment with an eccentric hardener:

Ra=0.0075 |— " (11)
D, M -HD

The parameters of the surface layer hardening, which include the depth of the hardened layer and the degree of
deformation, have a major impact on increasing the life cycle of the machined parts. As a result of theoretical studies,
analytical dependences were obtained for their calculation during processing with an eccentric hardener:

(12)

(13)
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The above dependences correspond to the physical meaning of the phenomena occurring under processing, and have
been verified during complex experimental studies.

In the course of the experimental studies, samples from various materials often utilized for the manufacture of machine
parts were used: high-quality and alloy steels (steel 45, HVG, steel 30, steel 30HGSA, etc.), aluminum alloys (AL1, AVT,
D16, etc.). Flat samples were treated with an eccentric hardener under different modes. Ball and roller indenters were used.

According to the theoretical dependences, graphs of the dependences of the roughness of the treated surface, the depth
of the hardened layer and the degree of deformation on the processing modes, characteristics of working media and
processed materials were constructed.

In the graphs (Fig. 3-6), a solid line shows curves constructed according to theoretical formulas, and the dots show
the results of experimental studies. The construction of confidence intervals with a confidence factor of 95% has been
performed.

There is high convergence of the results, which indicates that the theoretical dependence reflects correctly the
phenomena occurring during the processing of SPD with an oscillating tool — an eccentric hardener.
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Fig. 3. Dependence of the surface roughness on the radius of the indenter:
1 — steel 45 sample material; 2 — HVG sample material
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Fig. 6. Dependence of hardening parameters on diameter of the indenter: a — depth of the hardened layer;
b — degree of deformation. 1 — steel 45 sample material; 2 — HVG steel sample material

Discussion and Conclusion. Based on the results of the conducted research, the following conclusions can be drawn:

1. A theoretical dependence has been obtained that provides determining the kinetic energy of the indenter under
processing with an oscillating tool — an eccentric hardener.

2. Dependences have been obtained for determining the diameter and depth of the plastic print, as well as the surface
roughness according to parameter Ra, the depth of the hardened layer and the degree of deformation that provide
predicting the quality of the treated surface.

3. The results of theoretical and experimental studies of the treatment process with an eccentric hardener were
compared. The discrepancy in the results did not exceed 15%.

4. The process under study is subject to further investigation in order to determine other parameters of the quality of
the treated surface, e.g., the magnitude of residual stresses in the surface layer, and [5, 6, 20] also to expand the range of
treatment modes and design parameters in order to determine their optimal range.

5. The dependences obtained for determining the key parameters of the surface layer quality make it possible to predict
the results of processing and can be used to design processes with an eccentric hardener.
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Abstract

Introduction. In the areas of power engineering where the thermal energy of superheated steam is used, an important
aspect of providing the reliability and safety of equipment is the heat resistance of the materials employed. In the
manufacture of induction superheaters, the optimal material for the steam pipe (coil) is copper. However, its ultimate
resistance to oxidation does not exceed 400 °C, which significantly limits the efficiency of steam generators. Therefore,
the objective of the work was to study the kinetics of oxidation of the combined galvanic coating of the Mo-Ni-Cr system
applied to copper tubular samples and intended for thermal protection of steam generator coils.

Materials and Methods. A combined electroplating of the Mo-Ni-Cr system with a total thickness of 12-35 um was
formed on the experimental copper tubular samples. A Mo sublayer with a thickness of about 1.5 um on the surface of
the copper tube was formed to prevent the diffusion of Cu into the Ni coating. A 1.5 um thick chromium layer on the
coating surface acted as an indicator of the oxidation process. A comparative analysis of the oxidation processes of the
copper surface and the combined coating of the Mo-Ni-Cr system on a copper substrate was carried out using the methods
of optical and electron microscopy, energy dispersive analysis, and precision determination of the growth parameters of
oxide films.

Results. The intervals of thermal stability of the copper substrate and nickel coating were experimentally determined. The
obtained experimental dependences characterized the parabolic law of copper oxidation with the formation of a single-
phase diffusion zone of CuO at temperatures above 350 °C, and nickel at temperatures above 750 °C, when the transition
of NiO monoxide into oxide Ni».O3 began. The growth of oxide films according to quadratic laws provided a rapid increase
in the thickness of the films, the accumulation of stresses in them, cracking, and chipping.

Discussion and Conclusion. It is shown that the Mo-Ni-Cr electroplating is resistant to heating during long-term
operation up to temperatures of 750-800 °C. The functional roles of Mo and Cr in the coating architecture were described.
The work focused on the applied aspect of using the coating under study to increase the thermal stability of the steam
pipelines of industrial induction superheaters with low and medium power.

Keywords: superheaters, heat resistance, oxidation process, electroplating, microstructure, electron microscopy,
gravimetric analysis
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AcneKTbl TENJ03AINUTHI MAIINHOCTPOUTEC/IBHOT'0 M JHEPIE€TUIECCKOI0
060py[[0BaHI/IH: NPUMEHCHUE CTOMKHX K OKCHUAUPOBAHHUIO

KOMOMHMPOBAHHBIX MOKPBLITHI HA OCHOBE HUKEJIA

B.H. Bapaska'~ D4, O.B. Kyapsikos ', B.W. I'punienko
JloHCKOM TOCyAapCTBEHHbIN TEXHUUECKUI YHUBEPCUTET, T. PocToB-Ha-Jlony, Poccuiickas denepanus

< varavkavn@gmail.com

AHHOTaLUA

Beeoenue. B Tex 001acTax 3HEPreTHYECKOr0 MAITHHOCTPOEHUS, T/I€ UCIIOB3YETCs TEIUIOBast SHEPT sl IIEPErpeToro napa,
Ba)KHBIM aCIIeKTOM 00€CIIeYeHUsI HaJeKHOCTH 1 6€30MaCHOCTH 000PYA0BaHUS SIBISIETCS TEIUIOCTOWKOCTD HCIOIB3YEMBIX
Marepuanos. [Ipu M3roTOBICHNHN MHIYKIMOHHBIX MaponeperpeBaTeneil ONTUMaIbHbBIM MaTepHaIoM Ui MapornpoBOaa
(3meeBuka) sBiseTcs Menb. OmHako e€ mpenenbHas CTOWKOCTh K OKcuaupoBaHmio He mpesbimaer 400 °C, gro
CYIIECTBEHHO OrpaHn4nBacT 3PEeKTUBHOCTH pabOTHI aporeHepaTopoB. [loaToMy 1enbl0 paboThl OBLIO HCCIIEI0BAHUE
KUHETHKU OKHCIICHUs KOMOMHUPOBAHHOTO TallbBAHMYECKOr0 MOKpEITHS cucteMbl MO-Ni-Cr, HaHeCeHHOT0 Ha Me/IHbIC
TpyO4aThie 00pa3Ibl M NpeIHA3HAYECHHOTO JUIS TEIUIO3aIUThI 3MEEBUKOB IIAPOT€HEPATOPOB.

Mamepuansl u memoowi. Ha ONBITHBIX MEAHBIX TPyO4aThIX oOpa3uax ObUIO cHOPMHPOBAHO KOMOWHHPOBAHHOE
rajgpBaHnyeckoe mokpeitie cucremsl Mo-Ni-Cr ¢ o6reit rommunoit 12—-35 mim. [oacnoit Mo TonmmuHo#i okoio 1,5 MkM
HA MOBEPXHOCTH MeAHOU TpyOKH ObL1 chopmupoBan aist mpenoTBpamienust quddysun Cu B Ni-nokpsitue. Cnoit xpoma
TONIIMHON 1,5 MKM Ha NMOBEPXHOCTH IOKPBITHS BBIIOJIHSUI POJIb MHIUKATOPA Ipouecca OkucieHus. CpaBHATEIbHBINR
aHaNN3 TPOIECCOB OKUCIICHHS MOBEPXHOCTH MEAH M KOMOHHHPOBaHHOTO MOKphITUs cucteMbl MO-Ni-Cr Ha MenHOi
TIOJIJIOXKKE BBIIIOJHEH C UCTIOIB30BAaHUEM METOANK ONTHYECKOH M 3IEKTPOHHONH MHUKPOCKOIIHH, SHEPTOIUCIICPCHOHHOTO
aHaJIM3a, a TAKXKE MPEIIM3HOHHOT0 ONPEIENICHNS ITAPaMETPOB POCTa OKCHUAHBIX TUICHOK.

Pezynomamut uccnedoéanusa. DKCIEPUMEHTAIBHO OIpEeNIeHbl MHTEpBalbl TEPMUYECKON YCTOMYMBOCTH MEAHOM
TMIOJJIOXKKH ¥ HUKEJIEBOTO MOKPHITHS. [loTyueHHbIE SKCTIepUMEHTANIbHBIC 3aBUCUMOCTH XapaKTepU3yIoT napaboauueckui
3aKOH OKHCIICHUS Meau ¢ oOpa3oBaHueM oxHodazHo# muddysnonnoit 30861 CUO mpu Temmeparypax Boime 350 °C u
HUKeJIS TPy TemrepaTypax Boiiie 750 °C, koraa HaunHaetcs nepexoa monookcuaa NiO u B okcu Ni2Os. PocT okcuaHbIX
IUICHOK T10 KBQJIPATHYHBIM 3aKOHaM IPHBOJAUT K OBICTPOMY YBEIMUSHHIO TOJIIUHBI IUICHOK, HAKOIUICHUIO B HHUX
HanpspKeHNH, PacTPECKUBaHUIO M CKAJIBIBAHHMIO.

Obcyscoenue u 3axmwouenue. Tlokazano, uto rampBaHmdeckoe MOkpbiTne MO-Ni-Cr ycroiunBo K HarpeBy mpu
JUINTEJIBHOW JKCIUTyatanuu BIUloTh g0 Temneparyp 750-800 °C. Onwucanbl ¢yHkumoHansHbie poan Mo u Cr B
APXHUTEKType MOKPHITHs. PaboTa akIieHTHpOBaHA Ha MPHUKJIIATHOM aclleKTe UCIOIb30BaHUs HCCIIeyeMOTo MOKPBITHS VIS
TIOBBILIIEHUS TEePMHUYECKON YCTOWYHBOCTH 3MEeeBHKa-IIapoNPOBO/IA TIPOMBIIUICHHBIX WHTyKIIMOHHBIX

rnaporneperpeBaresneil Majoi 1 cpelHel MOIIHOCTH.

Knrouesvie cnosa: aporeHepaTopsl, TeHJ’IOCTOﬁKOCTL, OKHCIUTEIbHBIA nponecc, rajJbBaHUYCCKUC TIOKPLITHA,

MHUKPOCTPYKTYpa, 3JIEKTPOHHAS. MUKPOCKOIIHSI, TPAaBUMETPUIECKUH aHaIN3

Bnazooapnocmu: aBTOpHI BRIpAXKAIOT 0JIar01apHOCTD PEAAKIINN J)KypHAJIa M pelieH3eHTaM 32 BHIMAaTEJIbHOE OTHOIIEHNE

K CTaThC.

Jas nutupoBanus. Bapaska B.H., Kyzapskos O.B., I'pumenko B.M. AcnekTs! Temno3amuTsl MAIIMHOCTPOUTENBHOTO U
SHEPreTUYECKOro 000pYyI0BaHMUs: IPUMEHEHHE CTOMKHX K OKCHAMPOBAHMIO KOMOMHHMPOBAHHBIX MOKPHITHH HA OCHOBE
uukens. Advanced Engineering Research (Rostov-on-Don). 2023;23(2):140-154. https://doi.org/10.23947/2687-1653-
2023-23-2-140-154

Introduction. Electrochemical deposition of metals is widespread in industry, being the basis of electroplating. One
of the features of the development of this branch of science is usually attributed to the fact that its development took place
“almost exclusively empirically” [1], starting primarily from the needs of various industries. Despite the fact that at
present, the theoretical foundations of electrochemistry have been worked out quite deeply [2-6], the applied aspect is
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|
still of priority importance here and determines most of the scientific tasks being solved, mainly related to the special
conditions for the use of electroplating coatings. Under such particular conditions, superheaters are operated, for example,
whose performance is associated with a significant change in the composition and temperature of steam along the length
of the steam coil [7]. Depending on the power of the steam generator, the temperature of the coil along its length can vary
from 150 to 650 °C, and for super-critical steam parameters in high-capacity modern steam turbines — even higher [8—
10]. This work studies the possibility of using electroplating coatings to protect the steam pipe of an induction superheater
from oxidation at high temperatures. On the totality of physical and technological properties (electrical conductivity,
thermal conductivity, ability to plastic deformation, machinability by cutting, etc.), copper is currently an indispensable
structural material for the manufacture of coils for household and low-power industrial steam generators. This is the
reason for the interest in heat-protective coatings. However, the oxidizing ability of copper is also high, and its oxidation
resistance does not exceed 400 °C. Based on the operating conditions of the superheaters under consideration, this
circumstance offers a challenge of using coatings whose oxidation resistance level is above the thermal barrier of 600 °C.

Materials and Methods. Taking into account the complex configuration of the coil, the presence of a large length of
curved surfaces and its considerable overall dimensions, electrochemical deposition was chosen as the most
technologically advanced method of applying a heat-protective coating.

To select the composition of such a coating, accurate data on its operating modes were required. For this purpose, a
thermal imaging analysis of the thermal operating conditions of an experimental induction three-coil six-turn steam
generator with a capacity of 10 kW was carried out (Fig. 1) [11]. The steam pipe was made of profiled copper tube
@25x1.5 mm of technical copper M2 grade according to GOST 617-2006.

Fig. 1. Experimental induction superheater with copper steam pipe: a — general view;
b — the most heavily oxidized sections of the steam pipe (coil) at the steam outlet

Quantitative thermal analysis of the operating conditions of the steam pipeline, including forced operating modes, was
performed using a no-contact thermal imager of Fluke Ti401 PRO model (manufactured by Fluke Corp., USA) [12] with
the main technical characteristics:

— infrared spectral range: from 7.5 to 14 um (long-wavelength);

— thermal sensitivity: < 0.075 °C at an object temperature of 30 °C (75 mK);

— error: +2 °C (at low temperatures) or 2%;

— degree of protection: according to GOST 14254-96 (IEC 60529): IP54.

The heat capacity of water vapor (¢, = 33.6 J/(mol-K) under normal conditions) is approximately twice lower than the
heat capacity of water (c, = 75.3 J/mol-K), which changes significantly the conditions of heat removal in the coil and
contributes to the intensification of oxidation of the surface of the steam pipe; therefore, substantial heterogeneity of the
degree of oxidation is observed along its length (Fig. 1 b). The thermal analysis results (Fig. 2) showed that the maximum
heating temperatures were fixed at the output half-turn of the coil (Fig. 1 b). The range of their values was 530-540 °C
with an absolute maximum of 541.38 °C. The average temperature values of most superheated (oxidized) half-turns were
at the level of 420-460 °C.

Taking into account the results obtained, in further studies on heat-resistant coatings to protect against oxidation of
the coil surface, it is needed to focus on the maximum temperature load of 600 °C. In this regard, it is reasonable to use
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nickel-based coatings. Ni forms the basis of most modern heat-resistant superalloys used in thermal power
engineering [13-15], and the technology of electroplating Ni is quite well developed [15-18].

When applying experimental electroplating coatings to samples of copper tubes of technical copper M2, standard
deposition modes and compositions of electrolytes containing Ni and Cr recommended by GOST 9.305 and 9.306 were
used. During the operation of the steam generator, the coating is practically not subjected to mechanical action; therefore,
it should not demonstrate outstanding mechanical properties during performance. At the same time, when applied to a
curved convex surface, internal tensile stresses are formed in the coating. As the number of working heat shifts increases,
their level grows. In this regard, the thickness of the investigated coating on the steam line should not be too large. It was
taken as the average of the recommended in the literature ranges of values for nickel electroplating coatings performing

protective and decorative functions, and was an approximate level of 20 pm.

445.8
412.3
378.7
345.1
311.6
278.0
244.4
210.9
177.3
143.7
110.2
76.6
43.0
0.0

Fig. 2. IR image of a general view of the thermal fields of a working superheater (the window of the Fluke Connect program,
the location of the coil is similar to Fig. 1 a, all values are in degrees Celsius)

To study the microstructure of coatings and the topography of their surface, dual beam (electron/ion) scanning electron
microscope ZEISS CrossBeam 340 (SEM) was used, which provides using a focused ion beam (FIB) to etch and perform
cross-sections (sections of a given configuration) of samples directly in the vacuum chamber of the microscope with high
positioning accuracy. The elemental composition of the studied surfaces was monitored using energy dispersive X-ray
detector (EDAX) of X-Max 50N (Oxford Instruments) model, built into an electron microscope.

The study of the oxidation kinetics of coatings was carried out through measuring the mass index of high-temperature
gas corrosion (weight gain of the sample as a result of heating and oxidation). To determine the degree of oxidation of
copper samples, both coated and uncoated, all samples were weighed before and after experiments at different stages of
interaction. Gravimetric studies were carried out on analytical scales of “VLR-20” brand with a weighing accuracy of 10~ g.

Results and Discussion

1. Qualitative analysis of oxidation kinetics. Properties of the chemical interaction of nickel and oxygen are
manifested in the fact that Ni forms two modifications of monoxide: a-NiO with a hexagonal lattice (below 252 °C) and
B-NiO with a face-centered cubic lattice. The transition occurs under continuous heating in the range of 250-300 °C. It
was experimentally established that when heated to 630 °C, a diffusion process ran through a thin film of NiO monoxide,
above 640 °C, a chemical process of NiO formation was established, which, when heated above temperatures of 800 °C,
could cause the formation of Ni,O3 oxide [19].

The applied aspect of using a heat-resistant nickel coating on a copper substrate was complicated by two
circumstances: the unlimited solubility of the Cu-Ni system components (Fig. 3) and the possibility of the Kirkendall
interaction effect [21, 22] at the “Ni-coating — Cu-substrate” boundary. These phenomena reduced the resistance of the
coating to oxidation due to the dissolution of copper in the coating.
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Fig. 3. Diagram of the phase states of the copper-nickel system [20]

To exclude the negative impact of these circumstances on the oxidation resistance of the coating, a combined
electroplating of the Mo-Ni-Cr system was formed on experimental copper tubular samples (puc. 4). Mo sublayer with a
thickness of about 1.5 um on the surface of the copper tube (Fig. 4 b) was formed to prevent the diffusion of Cu into the
Ni coating under long-term operation of the steam pipe due to the practically insoluble system of Cu-Mo components and
the limited solubility of Ni-Mo [20]. A layer of chromium 1.5 pm thick on the coating surface (Fig. 4 b) served as an
indicator of the oxidation process (for more information, see below). The total thickness of the coating on the experimental
samples with coatings was 12-35 um. The elemental distribution in the cross-section of the initial Mo-Ni-Cr coating
(before the experiment with sample heating) is shown in Fig. 5.

a) b)
Fig. 4. Initial MoNiC coating in cross section, SEM: a — coating with thickness markers; b — homogeneous microstructure
of the coating and hydrogen porosity at the boundary with the substrate
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Fig. 5. Color maps of the distribution of chemical elements by the depth of Mo-Ni-Cr coating, EDAX: a — general view of the
coating in cross-section (SEM); b—e — distribution of elements in general view image: Cr (b), Cu (c), Mo (d), Ni (e)

For the experimental study of the oxidation kinetics under conditions as close as possible to the operating conditions
of the steam pipe, the samples for the study were made of copper tubes with the corresponding wall thickness and
diameter (Fig. 6).

After plating with the technology that included heat treatment elements [11], the coating acquired a greenish hue
characteristic of nickel monoxide NiO. When operating the steam pipe, the coating was applied only to the outer (convex)
surface of the samples. However, in order to correctly determine the weight gain of the coating on the experimental
samples, the coating was applied on both sides.

Simultaneous heating of pure copper samples and coated samples was carried out at a fixed temperature in the range
of 350-1000 °C in SNOL 6.7/1300 (2.4 kW) furnace in air. Exposure at a given temperature was 30 minutes. For the
statistical picture of the experiment, heating at each set temperature was carried out for 5-7 samples with their separate
loading into the furnace. The selective results of the experiment are visualized in Figure 7.

From the experimental data obtained, it follows that under the conditions of the conducted heating, copper is relatively
thermally-resistant to a temperature of 300-350 °C. At these temperatures, a dense thin oxide film of brown color is
formed on the copper surface, regardless of its curvature (Fig. 7).

Fig. 6. Samples for the study of oxidation kinetics; external surfaces of reference samples of pure copper (right) and copper coated
with Mo-Ni-Cr (left), prepared for experiments

. 850 °C

- 450°
!ﬂ 750°C ’ S0°C

350°
650°C . ' ¢

Fig. 7. Comparison of the outer surface of the samples after heating to the specified temperatures: on the left — coated
samples, on the right — pure copper samples

Machine Building and Machine Science

145



http://vestnik-donstu.ru

146

Advanced Engineering Research (Rostov-on-Don). 2023;23(2):140-154. eISSN 2687—1653

Line Scan = Off
Track Z=On

Signat A = SE2
Aperture Size = 30.00 pm

Specimen 1= 11.2 pA

infensDuo Mode = SE

EHT = 3.00kV
WD = 5.1 mm
Mag= 14.98KX

20e-06 mbar
65e-10 mbar
FIB Column Pressure 01e-06 mbar

FiB Lock Mags

Line Scan = Off
TrackZ = On

EHT = 3.00kV
WD = 5.1 mm
Mag= 200KX

Specen=4doi5 i FIB Lack Mags = No 7pm
inlensDuo Mode = SE —

B System Vacuum = 2.976-06 mbar
Signal A = SE2
g Gun Vacuum = 9.67e-10 mbar
Aperture Size = 30.00 U | £p o Pressure = 8.896-07 mbar

2um

a) b)

Fig. 8. Copper surface of the sample oxidized at a temperature of 650 °C, SEM: a — location of CuO crystals on the copper
surface; b — morphology of CuO crystallites

According to the literature data [23, 24], it appears to be two-layered: a thin sublayer of Cu,O is located on the surface
of the sample, and a layer of CuO is located outside. Due to the small thickness of the latter, the internal stresses in the
film are small. It has good adhesion to the substrate, low roughness, it does not loosen, and does not chip off the surface.
As the heating temperature increases, the growth of the outer oxide layer CuO accelerates. Already at a temperature of
450 °C, it becomes very loose and crumbles from the surface (Fig. 1 b). At the same time, a Cu,O sublayer of a
characteristic reddish hue is found under it (Fig. 7). During further heating, peeling and shedding of the CuO oxide layer
progresses — it practically does not stay on the surface up to temperatures of 650—700 °C. This, apparently, is due to the
nature of crystallization of copper monoxide: its crystallites have a strict cut close to cubic (Fig. 8 b), weak conjugation
with each other, and, most importantly, high heterogeneity of the nucleation sites (Fig. 8 a). Starting from the heating
temperatures of ~750 °C, the copper oxide film is compacted, the strength of its adhesion to the surface increases. On the
concave surface of the samples, due to compressive configuration stresses, the CuO film is strong enough or can peel off
completely from the entire surface of the sample without crumbling. At temperatures of 800-900 °C, the CuO oxide film
behaves similarly on the outer (convex) surface of the samples.

The surface of samples coated with Mo-Ni-Cr practically does not change up to a heating temperature of 750 °C.
Upon further heating above 800 °C, the coating is first covered with a film of Cr.O3 oxide having a characteristic bright
green color (Fig. 7). Then, at heating temperatures above 900 °C, the deeper layers of the coating are oxidized. Amphoteric
chromium oxide Cr,03 (Fig. 9 b) is fundamentally different in its morphology and crystallization character from CuO
copper monoxide (Fig. 8). Cr,0s oxide crystals have a characteristic polyhedron shape with a predominance of prismatic
crystallites. Due to the large dispersion of crystallites in size, they, unlike copper monoxide, form a layer on the surface
with a high packing density of crystallites.
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Fig. 9. Surface of samples coated with Mo-Ni-Cr, SEM:
a — after heating to a temperature of 650 °C; b — after heating to a temperature of 850 °C
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If, prior to the oxidation of the chromium layer (below 800 °C), the coating surface has a very weak crystallinity
character (Fig. 9a), then the appearance of Cr.O; oxide gives the surface a well-known polycrystalline
appearance (Fig. 9 b). In general, the nickel coating does not change its composition and structure by cross-section up to
a temperature of 850 °C (Fig. 10). The chemical composition of the coating surface at this temperature indicates the initial
degree of oxidation of the chromium layer. The presence of a thin layer of chromium oxide on the surface is confirmed
by the data of energy dispersion analysis (EDAX) both by the depth of the coating and by the surface. Figure 11 shows
that oxygen is concentrated in a much narrower surface layer (~1 pum) than the chromium layer (~3 pm), which
characterizes the initial stage of oxidation.
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Fig. 10. Thickness and structure of Mo-Ni-Cr coating in cross section after heating up to 850 °C, SEM

To reduce the volume of the article, the EDAX data is not provided in full. Its results show that the amount of
oxygen on the surface increases from 30 to 50 at. % due to a similar decrease in chromium concentration, which
indicates the oxidation of chromium (since the concentration of Ni does not change when heated from 650 °C to
850 °C, and the presence of Ni in the detection results is caused by the penetration of X-ray radiation through a thin
layer of chromium into the nickel base of the coating during EDAX analysis). The composition of the oxides
corresponds to the compound Cr;0:s.
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Fig. 11. Distribution of the main chemical elements in Mo-Ni-Cr coating by depth h after heating to 850 °C, EDAX:
a — coating in cross section, the scanning direction (SEM) is shown; b—d — content of elements in the scanning direction;
b — oxygen; ¢ — chromium; d — nickel

All stages of the oxidation process of the coating are shown in Figure 12. At temperatures above 800 °C, the surface
of the coating starts to oxidize, as indicated by a change in its color — the coating acquires the Kensington Green color.

a)

Fig. 12. Successive stages of oxidation of nickel coating, optical microscopy, x100: a — initial stage: germination of nickel oxide
(dark-gray precipitates) on the surface of chromium oxide (green field) at 850 °C; b — final stage:
collective phase pattern in the area of coating chip at 1,000 °C, where:
1 — chromium oxide Cr203; 2 — nickel oxide Ni2Os; 3 — copper surface (coating chip); 4 — sample edge

This color corresponds to chromium oxide Cr,Os. Already at a temperature of 850 °C, rare single formations of Ni>Os
nickel oxide can be found on the surface of the coating (Fig. 12 a, gray color), which, under further heating, gradually
increase their area occupied on the surface. As they grow, which mainly spreads tangentially to the surface, under the impact
of internal stresses, the Ni,O3 oxide film cracks and then chips off, exposing the surface of the substrate — pure copper of a
reddish hue (Fig. 12 b).

Thus, the basic result of this part of the research should be considered experimentally established temperature ranges
of permissible use of materials for the manufacture of steam pipe of steam generator. Thus, a copper steam pipe without
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coatings is operable up to a temperature of 300 °C and can only be used to generate wet (not overheated) steam. Starting
from a temperature of ~400 °C and up to ~700 °C, the CuO oxide film formed is very loose and easily crumbles from the
copper surface. At higher temperatures, the film becomes denser, thicker, and its adhesion to the copper substrate
increases. However, it is still prone to chipping during heat exchange. Its presence on the surface of the steam pipe
significantly slows down the heat removal, and the chemical reactions of high-temperature gas corrosion that continue
during heating, work in the direction of reducing the thickness of the pipe. Due to the heterogeneity of the ongoing
processes, the operation of the steam pipe under these conditions becomes unpredictable from the point of view of
emergency situations. The use of a combined electroplating of the Mo-Ni-Cr system increases the efficiency of the
steam pipe to a temperature of 750-800 °C. When the temperature reaches 850 °C, the coating starts to oxidize along
with copper. At 950 °C and above, the oxidized coating is prone to chipping, and its operation is subject to the same
risks as the copper pipe. A distinctive feature of the investigated coating is self-testing: if the heating temperature
exceeds 800 °C during operation, the surface layer of chromium turns the coating bright green and signals the danger
of overheating. The indicator layer of galvanic chrome after oxidation can be easily restored, and the operation of the
steam pipe then continues.

Quantitative analysis of oxidation kinetics

As part of the performed studies, a quantitative analysis of the kinetics of oxidation of pure copper samples and
Mo-Ni-Cr coated samples was carried out. The specific mass gain M = Am/S , observed during the heating process,

was used as a measured parameter, where Am — increase in the mass of the sample, g; S — area of the oxidized surface
of the sample, cm?. According to the qualitative analysis method described above, the experimental data of M values
were obtained during the heating of tubular samples made of pure copper and coated samples. They are presented in
Tables 1 and 2.

The Tables show the spread intervals of the data obtained for fixed values of heating temperatures (Table 1) or the
holding time in the furnace (Table 2), as well as the average value of M from each interval.

Statistical processing of the data shown in Tables 1 and 2, performed using the MathCAD application software
package, which included interpolation procedures, allowed us to obtain kinetic dependences shown in Figures 13 and 14.
The rectilinear graphs of the obtained dependences, shown in Figure 13 b in Arrhenius coordinates (—In M — 1,000/T),
characterized the parabolic law of oxidation of copper at temperatures above 350 °C and nickel — at temperatures
above 750 °C [19, 25-27].

Table 1
Experimental data on the specific mass gain of samples under furnace heating in air for 30 min
No. of Furnace Specific weight gain M, 10-° g/cm?

experiment temperature, °C Uncoated copper tube Ni-coated copper tube *

1 350 1.35+0.31 -

2 450 6.23 £1.37 -

3 550 24.73 £ 3.60 -

4 650 58.51 + 9.02 152+0.24

5 750 138.88 +17.85 4.25+0.58

6 850 241.03 £ 25.25 13.12+1.08

7 1,000 564.70 + 49.76 35.71+2.78

* minimum weight gain equal to 10 g, measured on the analytical scales, was taken for the criterion of the absence
of oxidation (dash in the Table)
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Experimental data on specific mass gain of samples at different exposure time in the air of the furnace

Table 2

Specific weight gain M, g/cm?

No. of Holding time in the Specific weight gain M, 10~ g/cm?
experiment furnace, min Uncoated copper tube at 600 °C Ni-coated copper tube at 800 °C
1 5 13.68 £ 2.02 3.03+041
2 15 29.43+4.15 5.93+0.54
3 30 35.76 £4.84 7.11+0.67
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Fig. 13. Temperature dependences of mass gain M of pure copper samples (1) and samples coated with Mo-Ni-Cr (2):

Temperature: T, K

a)
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Reduced temperature T, C: 1,000/T
b)

a — in absolute units; b — in relative coordinate system
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Fig. 14. Kinetics of time variation of mass gain M of pure copper samples at 600 °C (1) and samples
coated with Mo-Ni-Cr at 800 °C (2)
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The growth of oxide films according to quadratic laws occurs with the formation of single-phase diffused zones, in
this case consisting of CuO and NiO oxides, respectively. It causes a rapid increase in the thickness of the films, the
accumulation of stresses in them, cracking and chipping. An additional contribution to the acceleration of this process
is made by the curved outer surface of the copper tube [28, 29].

Conclusions

1. The performed set of studies has shown that the combined electroplating of the Mo-Ni-Cr system is a
sufficiently effective protection of the copper steam pipe from oxidation. The coating is able to provide a long-term
operation of the steam generator up to heating temperatures of 750-800 °C.

2. Long-term heat resistance of the coating is provided by an internal Ni layer with a recommended thickness of
20-30 pm. The study of the oxidation kinetics of the coating, performed by optical and electron microscopy, energy
dispersion analysis, as well as using precision methods for determining the growth parameters of oxide films, has
shown that the nickel coating is indifferent to heating up to temperatures of 600-650 °C. In the temperature range
700-900 °C, the oxidation of the coating occurs with the formation of NiO monoxide according to the parabolic law.
At higher temperatures, oxidation progresses due to the formation of Ni»Os, oxide film, which quickly causes its
growth, cracking and chipping.

3. The combined architecture of the investigated nickel coating includes two thin layers of Mo and Cr. The Mo
sublayer with a thickness of about 1.5 pm is located on the surface of the copper tube (substrate). Its function is to
prevent the mutual diffusion of Ni and Cu at the coating — substrate interface during long-term operation of the steam
generator, since the dissolution of copper reduces the heat resistance of nickel and disrupts the performance of the
coating. The outer layer of chromium with a thickness of 2-3 pum serves as an indicator of the degree of oxidation of
the coating. The first sign of excessive oxidation of the coating is the appearance of a bright green hue on the surface
of the coating, which is associated with the formation of chromium oxide Cr,Os at temperatures >800 °C. The
overheating indicator — a layer of chromium — is easily updated and contributes to the prolongation of the life cycle
of the steam generator.
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Abstract

Introduction. The assessment of the manufacturability of products — as a stage of production planning and a key aspect
of the development of modern industrial machining systems — is an urgent task of modern mechanical engineering. In
this regard, theoretical and practical research on the development of methodological approaches to determining the weight
significance of quantitative indicators in assessing the manufacturability of parts is highly relevant. The objective of the
presented work was to develop an evaluation method aimed at improving the quality of part processing and the
effectiveness of the performance of multiproduct manufacturing systems based on the development of additional
quantitative indicators for assessing production manufacturability.

Materials and Methods. To assess the impact of quantitative production indicators associated with time spent during
equipment downtime, a model was created. It was aimed at predicting event flows of delivery of batches of parts for
manufacturing for a specific operation and flows of processed parts using the queuing theory apparatus. This approach
makes it possible to take into account both the design-engineering characteristics of parts, the features of a particular
production system, and the emerging manufacturing situation.

Results. The degree of influence of the manufacturability indicators at the level of the process operation was determined
by assessing the possible impact on the components when calculating piece-calculation time (7....«). The interrelations
between the manufacturability indicators and expenses for all items of the production cost of part processing (Con), as
well as costs associated with organizational downtime of equipment (C,,...i) were established. The degree of influence of
the indicators of manufacturability relative to other indicators was determined by using the apparatus of paired
comparisons in decision-making in relation to all structural elements of production costs.

Discussion and Conclusion. The approach to the implementation of this design procedure was described, which provided
taking into account the composition and capabilities of processing equipment of a particular production and the actual
production situation. The developed formalized models make it possible to comprehensively predict the impact of the
manufacturability indicators of parts on the performance effectiveness of machining systems during their manufacture.

Keywords: production planning, product manufacturability assessment, quantitative indicators of manufacturability,
machining production systems, production efficiency
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KommnuiekcHast olleHKa MPOU3BOACTBEHHOM TEXHOJIOTMYHOCTH M3/1eJ Uil

ILIO. Boukapes'?" = D, P.JI. Koposes*=', JL.I'. Bokosa*

1 KaMBIIIMHCKAH  TEXHOJOTHYECKHH HMHCTUTYT — (uiman Bonrorpajckoro rocy/[apcTBEHHOTO TEXHHYECKOTO YHHBEPCHTETA,
r. Kampimun, Poccuiickas denepanus

2 BaBunoBckuii yauBepcurer, r. Capatos, Poccuiickas ®enepauus

3000 «OKC-OOPMAy, r. Caparos, Poccuiickas @enepanus

4 CapaToBCKuii rocynapcTBeHHbIN TeXHuueckuil yausepcuter umenn 0. A. Tarapuna, . Capatos, Poccuiickas ®enepauus

< bpy@mail.ru

AHHOTAIIMA

Beseoenue. OueHka NpOU3BOACTBEHHON TEXHOJIOTMYHOCTH M3TOTABIMBAEMBIX H3JENUN — 3Tal TEXHOJIOTHYECKOi
MOJTOTOBKH M KJITIOYEBOM aCTEKT Pa3BUTHA COBPEMEHHBIX IMPOM3BOJCTBEHHBIX MEXaHOOOpaOAaTHIBAIOIINX CHCTEM —
SIBIIICTCA aKTyaJlbHOM 3afjaueil COBPEMEHHOI0 MAIIMHOCTPOEHHSA. B 3Toi CBSA3M TeopeTHuUeckHe M IMpaKTHYECKHe
UCCJIEOBaHMs MO pa3paboTKe METONMYECKHX IIOJXOJIOB K OMNPE/ICICHHIO BECOBOW 3HAYMMOCTH KOJIMYECTBEHHBIX
MOKazaTeJel MpU OLEHKE IPOM3BOJCTBCHHONW TEXHOJOTMYHOCTH JETallei SIBISIOTCA BECbMa aKTyaJlbHBIMH. Llenpro
MIPEACTAaBICHHON pabOTHl SABMIACH pa3pabOTKa METO/A OLCHKH, HAICNICHHOTO Ha IOBBIICHHWE KadecTBa 00pabOTKH
neraneil U d(GGEKTUBHOCTH (YHKIMOHUPOBAHUS MHOTOHOMEHKIIATYPHBIX IPOU3BOJICTBEHHBIX CHCTEM Ha OCHOBE
pa3paboTKH IOMOIHUTEIBHBIX KOJIMUECTBEHHBIX [TOKA3aTeNel OLEHKH POU3BOICTBEHHOW TEXHOJIOTMYHOCTH.
Mamepuanst u memoost. [y OLCHKH BIWSHUS KOJMYECTBCHHBIX IPOM3BOJCTBCHHBIX IOKa3aTeNlei, CBA3aHHBIX C
3aTpaTaM¥ BPEMEHH IPH MPOCTOe 000PYI0BaHMs, CO3/JaHa MOJIEIIb IIPOrHO3UPOBAHMUS TOTOKOB COOBITHI TIOCTYIIICHHS
NapTHil 1eTajell Ha M3rOTOBJICHUE Ha ONpPE/EICHHYIO ONepalnio 1 MOTOKOB 00pabOTaHHBIX JeTajell C UCIIO0Ib30BaHHEM
anmnapaTa TEOpHH MacCOBOTO 00CTy>KUBaHUs. TakoH IMOIX0/ ITO3BOJIAET YUECTh, KAK KOHCTPYKTOPCKO-TEXHOIOTHUECKHE
XapaKTePUCTUKU JeTalied, OCOOEHHOCTHM KOHKPETHOH NPOM3BOJICTBEHHOM CHCTEMBI, TaK W CKJIAIbIBAIOLIYIOCS
IIPOU3BOJICTBEHHYIO CUTYAIHIO.

Pesynomamur uccnedosanusa. IlocpeacTBOM OLEHKH BO3MOXKHOTO BJIMSIHUS Ha COCTaBIIAIOIINE IIPU pacueTe IUTY4HO-
KaJIbKYJISIIIMOHHOTO BPeMEHH (Tymx) HAa YPOBHE TEXHOJOTHMYECKOW OIeparuu ObLIa ONpenesceHa CTENCHb BIMSHUS
MoKa3aTese TeXHOJIOTHYHOCTH. Y CTaHOBIICHBI B3aMMOCBSI3M MKy IMOKa3aTeJIIMU TEXHOJOTMYHOCTH M 3aTpaTaMH I10
BCEM CTaThsIM TEXHOJOTM4ecKoi cebecTommocTH 00paboTku 3arotoBku (Cor), a TakkKe 3aTpaTaMH, CBA3aHHBIMHU C
OPTraHU3AMOHHBIMU MTPOCTOSIMHU 000pyROoBaHUS (Cpp.o.i). C TIOMOIIBIO TPUMEHEHHS anmapaTa MapHbIX CPaBHEHUH IpH
NPUHATHN PELICHUI NPUMEHHUTENbHO KO BCEM CTPYKTYPHBIM 3JE€MEHTaM IPOHM3BOACTBEHHBIX 3aTpaT OMpeesieHa
CTETIeHb BIMSHUS MTOKa3aTeIe TeXHOJIOTMYHOCTH OTHOCUTENBHO JAPYTUX MOKa3aTeleH.

Oébcyscoenue u 3axniouenue. OTHMCAH TIONXOA K BBITOJHEHHWIO JAaHHOW NPOEKTHOW MPOIENYPHI, MO3BOJISIOIINI
YUUTHIBATH COCTaB M BO3MOXKHOCTH TEXHOJIOTHYECKOTO O0OpYyJOBaHMS KOHKPETHOI'O IPOM3BOACTBA M PEalIbHO
CKJIaJIBIBAIONIYIOCS TPOW3BOJACTBEHHYIO CHTyaluio. PaspaboranHele (OpMaTH30BaHHBIE MOJENIH IIO3BOJISIOT
KOMIUIEKCHO  CIIPOTHO3MPOBAaTh  BJIMSHHE [OKa3zaTeJeld TEeXHOJOTMYHOCTH Jetalieii Ha  3ddexkTuBHOCTH

(I)yHKLII/IOHI/IpOBaHI/ISI MeX&HOO6pa6aTBIBaIOH.II/IX CHUCTEM IIpU UX U3TOTOBJICHUU.

KiroueBble cj10Ba: TEXHOJIOTHIECKAS IMOATO0TOBKA NPOU3BOJCTBA, OLICHKA TCXHOJOT'MYHOCTU HSHGHHﬁ, KOJINMYECTBCHHEBIC
IIOKa3aTcJIn HpOH3B0}ICTBeHHOﬁ TCXHOJIOTHYHOCTH, MCX3H006pa6aTLIBaIOH_[I/Ie MPpOU3BOJACTBECHHBIE  CHUCTEMBI,

3¢ PeKTUBHOCTh PYHKIIMOHUPOBAHUSI IPOU3BOJICTBA

Bnaroaapnocnl: ABTOPBI BbIpAXKAOT 6J'[al“0,ﬂapHOCTL peAaKIU U PCUCH3CHTY 3@ BHUMATCIIbHOC OTHOMICHUE K CTAThC U

BBICKa3aHHBIC TPEAJIOKECHUA, KOTOPHIC ITO3BOJINJIN ITOBBICUTH €€ Ka4CCTBO.

Jdas nutupoBanus. boukapes I1.IO. Kopones P.Jl., boxosa JI.I. KommiekcHas OIeHKa IPOW3BOACTBEHHOI
TexHonmoruuHocTH  u3genuid. Advanced Engineering Research  (Rostov-on-Don). 2023;23(2):155-168.
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Introduction. The development of machine-building production under modern conditions is impossible without a
serious increase in scientific research related to the development of theory and methodological principles of formalization
of all stages of product production, which are the basis of future intelligent support systems for the creation and
manufacture of technical objects. In this aspect, the solution to the tasks of design and process planning is a challenge [1,
2]. Despite numerous works in this area, automated systems that provide for even minor functional actions of designers
and technologists related to the implementation of creative design solutions have not been created yet.

A prerequisite for the production planning of the effective functioning of machining systems is monitoring and
analysis of the current production situation, as well as information about the condition of equipment and engineering
support. Rational production decisions can be made only based on full knowledge of the above. Even an experienced
technologist is not able to collect and analyze such a large amount of information. Therefore, decisions are often made
subjectively and unreasonably, the design of processes and their implementation are spaced out in time, and the use of
computing systems is hindered by the lack of models describing the process of production planning.

R&D works on the creation of a system for planning multiproduct processes are devoted to solving the tasks
formulated [3]. They are based on a conceptual approach to the formalization of all design procedures for providing the
process planning of machining industries, taking into account specific features, capabilities of equipment and tooling.
One of such design procedures is the assessment of the manufacturability of products, which is traditionally given
insufficient attention. The role of this stage is significantly underestimated.

All performance indicators of the production system operation are determined by the complexity of the products and
the degree of production capacity. There is often inconsistency between these two indicators, which causes the inability
to meet the requirements for the quality of products, downtime, and irrational use of equipment. Objective data on the
feasibility of manufacturing products in a specific production system, along with known tasks and methods of solving
them, should be obtained precisely when evaluating the manufacturability of products.

Materials and Methods. Scientific studies on creating formalized models for establishing links between engineering
and design tasks for the preparation of industrial machine-building systems are of great importance. Due to the increasing
global rivalry in the manufacturing sector, the primary task is to increase the efficient operation of equipment during the
implementation of production processes, taking into account compliance with the specified requirements for the quality
of parts, which, in turn, are installed during the design process.

The challenges of the modern conditions of the operation of industrial complexes involve providing the
manufacturability of products. Currently, methods for assessing the manufacturability of products, taking into account
the need for compliance with the requirements of standards, directly depend on the qualification of the technologist
(designer) and their knowledge. This approach does not guarantee making reasonable engineering decisions and hinders
the automation of project procedures.

The assessment of manufacturability as a stage of pre-production is carried out to establish the relationship between
the costs of manufacturing the product and its design features. The results of such an assessment are often contradictory,
there is no complete mathematical description of the procedure for its implementation.

To resolve the current situation, it seems appropriate to implement the following steps in practice [4-6]:

— establishment of relative weight characteristics of manufacturability indicators based on the parameters of products.
The solution to this problem at the stages of development of working design documentation, when there are no engineering
solutions for manufacturing, is difficult to implement, but paramount;

— development of the existing range of quantitative indicators for the implementation of the procedure for assessing
manufacturability; they should provide taking into account specific approaches to the production planning for particular
industrial complexes.

The creation of methodological support for the design procedure of assessing the manufacturability of products should
be based on an extensive design and engineering database that takes into account its structure and the relationship between
the elements of models used in the design and implementation of the processes. The planning system of multiproduct
processes meets these requirements and enables, along with the possibility of evaluating known and used quantitative
indicators in production, to offer new ones [7].
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In accordance with the principles laid down when creating a process planning system, the key performance criterion
is the operating time of the production system for manufacturing the whole set of products. It includes all the costs of the
production cycle and is directly related to the cost of production of parts. Given this situation, the authors propose an
approach that provides a conclusion about the significance of these indicators for specific production conditions. The
approach is based on the establishment of relationships between the elements included in the estimation of the cost of
manufacturing parts, and quantitative indicators of manufacturability.

Research Results. The sequence of implementation of the developed approach includes several design procedures
that take into account both the design features of the parts being processed and the organizational and technological
features of the production system, including the composition and capabilities of the equipment, as well as the specifics of
the program of manufactured products.

Initially, at the level of the process operation, the degree of influence of the manufacturability indicators was
established by assessing the possible impact on the components when making the time per piece calculation (7um..)-
Figure 1 shows the structure detail (T......) for the turning operation, through which the analysis was carried out and the
possibilities of the impact of production performance indicators on each individual value in the calculations ( Tium...) were
established. Similar studies, which provide establishing analytical dependences between quantitative indicators of production
manufacturability and structural elements of process operations, were performed for other groups of process facilities.
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Fig. 1. Block diagram Tum.«. under turning

The interrelations between the manufacturability indicators and the expenses for all items of the production cost of
machining workpiece Cor (Fig. 2), as well as the expenses associated with organizational downtime of equipment, are
established C,...i.(Fig. 3).
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To assess the impact of quantitative production indicators associated with equipment downtime, a model has been
created for predicting event flows of delivery of batches of parts for manufacturing for a specific operation and flows of
processed parts using the queuing theory apparatus. This technical approach is used in the process planning system [8, 9].
As an example, Figure 4 shows the results in the form of a Gantt chart. This approach enables to take into account the
design-engineering characteristics of parts, the features of a specific production system and the emerging production
situation.

Figure 5 shows an enlarged diagram of the structure for determining production costs under manufacture of parts,
used to assess the specific weight of quantitative indicators for assessing manufacturability in the process planning system.
The analysis of the possibility of the influence of each indicator on the efficiency of the entire production system in the
manufacture of a batch of selected parts for specific production conditions was carried out.

The results of the presented analysis and the established relationships between the manufacturability indicators and
the efficiency of machining systems allowed us to move on to solving the issue of establishing the significance of
quantitative indicators of industrial manufacturability. The presented fragment (Fig. 6) contains information about the
above links in relational form and is supplemented with information about the specific weight of cost elements (as a
percentage). The data are obtained on the basis of statistical processing of the results of the real production system
operation. In the absence of such information, it is possible to use general machine-building or industry-specific data.
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Fig. 6. Fragment of the impact of quantitative indicators of production manufacturability on cost components

To establish the weighting significance of the indicators of production manufacturability, it remains only to solve the
problem of determining their impact directly on each element in the presented structure of production costs. The solution
to this problem was carried out using the apparatus of paired comparisons in decision-making (the iterative Berge’s
process [10]). This method provided determining the degree of impact of manufacturability indicators with other
indicators in relation to all structural elements of production costs. Table 1 shows a pairwise comparison of technological
performance indicators relative to the basic time as an example (70).

Table 1
Pairwise comparison of manufacturability indicators relative to basic time (7o)
To (14 %)

Measured 1111111 = £ s

indicators 1) 12 3|14 |5]|6|7 191 20 21 | 22 23 E g ;S
11 - 2 2100|011 2 1 2 2 13 0.098485
12 0 - 1/]010|2|0]O0 1 1 2 2 9 0.068182
13 0 1 -0 12121010 2 2 0 0 7 0.05303
14 1 2 2 |- 1]11]1 1 1 1 1 13 0.098485
15 2 2 2|1 |-]1|1]1 1 1 2 2 16 0.121212
16 2 2 1({1(0|-]01]O 1 1 0 0 8 0.060606
17 2 0 17111 |-1]1 1 1 0 0 9 0.068182
19 0 2 2 1|12 |2 - 1 1 0 0 12 0.090909
20 0 2 o|1(1|1]1]|1 - 1 1 1 10 0.075758
21 1 1 o111 |1]|1 1 - 1 1 10 0.075758
22 0 0 2 (1|22 |2]1 1 1 - 1 13 0.098485
23 0 0 21|02 |2]|2 1 1 1 - 12 0.090909

Sum | 132 1

Industrial testing and approbation of the developed models was carried out under the conditions of
“GAZPROMMASH” LLC, specializing in the batch production of direct-acting gas heaters with an intermediate coolant
and a modified series of stations, regulators, filter blocks and valves, high-pressure valves. The initial data for the
experiments were: a generated and completed database containing information on the process capabilities of the
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equipment (production unit No. 1), information on the actual condition and technical and economic characteristics of the
site performance (Tables 2-6), the program of manufactured parts (drawings of individual parts are shown in Fig 7).

Table 2
Ratio of the components of production costs
(site no. 1, LLC “GAZPROMMASH” LLC)
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Table 3
Costs for the worker's salary for performing the operation
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Costs for manufacturing the product
Ton- (22 %)
To Tg- (8 %) Tmex.oﬁc- Topaaﬁ-
(14 %) (1 %) (2 %)
Tu3u-
— 0, 0 ] — —
Tyem. (4 %) Tyup. (3 %) %)
- . ~ | Y ~ L L= = ~—~
fol tg| ER 2.8 LS| ¥ %) .S
- sl £ £ 10 T iw g Iw S| W] 3 - - -
ES S . = < =
KU RS Le |8 2 ¢ 2 | RN Ixe| g
Table 5
Costs for organizational preparation
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Aumse

Fig. 8. Examples of design drawings of machined parts (“GAZPROMMASH” LLC) (part 2)
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The results of

calculations

of

the
the manufacturability of parts on individual structural elements of production costs (site No. 1, “GAZPROMMASH”
LLC) are presented in Tables 7-10.

degree

of

relative

influence

of quantitative

indicators  of

Table 7
Impact of manufacturability quantitative indicators To
(basic (process) time for the manufacture or processing of a unit of product)
Estimated dlnlo | s |lvw]lo|~|loalg|d Y| c—bg Weight
indicators A I T A T I A T A T I B et indicators
1.1 - 12| 2 1 0 0 0 1 2 1 2 2 13 0.098485
1.2 0 1 0 0 2 0 0 1 1 2 2 9 0.068182
1.3 01| - 0 1 1 0 0 2 2 0 0 7 0.05303
1.4 1121 2 - 1 1 1 1 1 1 1 1 13 0.098485
1.5 2 |2 2 1 - 1 1 1 1 1 2 2 16 0.121212
1.6 2 12| 1 1 0 - 0 0 1 1 0 0 8 0.060606
1.7 2 10| 1 1 1 1 - 1 1 1 0 0 9 0.068182
1.9 02| 2 1 1 2 2 - 1 1 0 0 12 0.090909
1.10 0] 2 0 1 1 1 1 1 - 1 1 1 10 0.075758
111 111 0 1 1 1 1 1 1 - 1 1 10 0.075758
1.12 00| 2 1 2 2 2 1 1 1 - 1 13 0.098485
1.13 00| 2 1 0 2 2 2 1 1 1 - 12 0.090909
Table 8
Impact of quantitative indicators of manufacturability Tynp
(time to supply tool to workpiece)
Estimated - ~ m|l< |wle|~lol2|2d| N |® c—g Weight
indicators - - A B A B B B B A = indicators
1.1 - 2 2 o (1|12 |2]2 2 2 2 | 18 0.136364
1.2 0 - 0 O (0|11 |1]1 1 1 1 7 0.05303
1.3 0 2 -2 ]1]1|1]1]1 2 2 2 | 15 0.113636
1.4 2 2 O - |01 |1 |1]1 1 0 0 9 0.068182
1.5 1 2 1 2 |- 2|2 |1]2 2 2 2 | 19 0.143939
1.6 1 1 1 110 -1 |1]1 1 1 1| 10 0.075758
1.7 0 1 1 1 0] 1 - 11 1 1 1 1 9 0.068182
1.9 0 1 1 111711 |-]2 2 2 2 | 14 0.106061
1.10 0 1 1 1102121 |0]| - 1 2 2 | 10 0.075758
1.11 0 1 0 1102122101/ - 2 2 9 0.068182
1.12 0 1 0 2 (0|11 j0]0]0O - 1 6 0.045455
1.13 0 1 0 2 (0|11 j0]0]0O 1 - 6 0.045455
Table 9
Impact of quantitative indicators of manufacturability 7x.3.1
(time limit for organizational preparation)
ol alalol=s Weight
Estimated indicators | 5 | & | 3 [ 3| 3| 3|5 |3 (3| 2| 2| 2|2 5 indicators
1.1 -|l2]2|1]1|12|2|2|2|2|2]|2]|2 0.135484
1.2 o(-|o0fl1}j0]O0O|O]O]JO|O]|]O]O|0O 1 0.006452
1.3 o|2|-]211|1|1|1}|1(1112]|0]0] 10 0.064516
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— Weight
Estimated indicators | = | S | 2| 3 (2| S| 5[ 2|2 5 E E E g indicators
1.4 i1|/1(1|{-|J0|O0O|O|JO|O|]O|O|O]O 3 0.019355
1.5 1|12 (1|0 -(2|2|2|2|2|2|2]|2]|2 0.129032
1.6 112120 |-|2|2|2|2|2|1]1] 18 0.116129
1.7 o(2|1(2j0|jO0|~-]2 ]2 |1]1]|1|1 11 0.070968
1.8 o(2|1(2j0jO0O|2|~-]21|1]1]|1|1 11 0.070968
1.9 o(2|1(2j0jO0O|2|212|-|1]1|1|1 11 0.070968
1.10 o(2|1(2j0jO0O2 2|1 |-]212]|1|1 11 0.070968
1.11 o(2|1(2j0jO0f2 2|11} -]1|1 11 0.070968
1.12 o(2|2(2(o0|21 (2212|1121 ]|-|1] 13 0.083871
1.13 o(2|2|2j1|1(12}21|1|(1|1|1|-] 14 0.090323
Table 10
Impact of quantitative indicators of manufacturability Acm
(costs for the use of process facilities)
— Weight
Estimated indicators i S |4 e S | g indicators
— — — — [

1.8 - 1 1 2 1 1 6 0.2

1.9 1 - 2 1 1 1 6 0.2
1.10 1 0 - 0 0 0 1 0.033333
1.11 0 1 2 - 1 1 5 0.166667

1.12 1 1 2 1 - 1 6 0.2

1.13 1 1 2 1 1 - 6 0.2

1.1 — material machinability index;
1.2 — part design complexity index;

1.3 — coefficient of accuracy and surface roughness of the part;
1.4 — indicator of unification of structural elements;

1.5 — material usage rate;

1.6 — indicator of the possibility of manufacturing a given range of parts;

1.7 — indicator of the use of production system capabilities;

1.8 — indicator of the manufacturability of the part by the uniformity of process facilities;

1.9 — indicator of predicting the level of loading of process facilities when processing a given range of parts;

1.10 — indicator of multivariate decision-making when designing a process;
1.11 — indicator of multivariate decision-making in the implementation of processes;

1.12 — indicator of the manufacturability of the part, reflecting the possibility of observing the principle of unity of
bases under the process development in terms of the surface of the part that is the main design base;

1.13 — indicator of the manufacturability of the part, reflecting the possibility of observing the principle of unity of
bases in the development of the technological process in terms of the surfaces of parts that are auxiliary design bases.

Based on the presented models and previously known dependences of the calculation of quantitative indicators, an
assessment of the manufacturability of parts was carried out. At the same time, the software developed and registered by
the authors was used. Thus, taking into account the information about the real state of the production system, the
adjustment of design documentation, range, sequence of implementation of the manufacture of individual groups of parts
and production planning was performed. A comparative analysis of the calculation results is presented in Table 11.
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Table 11
Comparison results
No. 1 option 2 option Performance
Total time for the manufacture of products of 20
1 items with an annual production program of 61193.42 h 53073.35h 15%
16,600 pcs.

Estimated number of equipment participating in
the process
3 Operation factor 0.67 0.72 7%

2 23 17 35 %

Discussion and Conclusion. The results of the presented theoretical studies and their approbation under real
production conditions allowed us to propose a method for assessing the manufacturability of parts. It provides for a
comprehensive assessment based on the developed analytical dependences for determining the weighting
coefficients that characterize the significance of each indicator of manufacturability from the standpoint of the
efficiency of the machining system. A distinctive feature and scientific novelty of the work is the consideration of
the actual emerging production situation when assessing manufacturability. This makes it possible to use this design
procedure not only traditionally at the initial stages of production planning, but also at the stages of implementation
of processes for the purpose of rational organization of the production.

The developed formalized models create the basis for complete sequential automation of design actions when
evaluating the manufacturability of products, and provide prerequisites for constructing a promising intelligent
system of predicting the efficiency of manufacturing parts in a particular production and making informed
organizational and engineering decisions.
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3asenennvii 6xk1a0.
I1.1O. BoukapeB — HaydYHOE PYKOBOJCTBO, pa3padOTKa METOIUYECKOTO IIOAX0Ma OICHKH BIHSHUS

KOJIMYECTBEHHBIX ITOKa3aTeIeH TeXHOJIOTHIHOCTH, aHAIN3 PE3YIbTaTOB MCCIEIOBAHUH, JOpabOTKa TEKCTa.
P.J. KoponeB — paspaboTka Mojelieii B3aMMOCBS3M IOKa3aTelell TEXHOJOTMYHOCTH W 3aTpaT
MPOU3BOJICTBEHHOTO BPEMEHU, MMPOMBINUICHHAS anmpooOalus u 00paboTka pe3ylbTaToB IKCIIEPUMEHTOB, TOATOTOBKA

TEKCTAa.
JI.T'. bokoBa — omnpenesieHHe COCTaBa U OLEHKA NT0Ka3aTelled NPOU3BOJCTBEHHON TEXHOJIOTUYHOCTH.

KOHd)]ZuKm uHmepecog: aBTOpPbI 3asBJIAIOT 00 OTCYTCTBUU KOH(IJJII/IKTa HUHTEPECCOB.

Bce asmopul npouumanu u 0000punu okoHuamenbHulll 6APUAHM PYKONUCH.
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Predicting the Behavior of Road Users in Rural Areas for Self-Driving Cars
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Laboratory of Unmanned Technology, Innopolis University, Innopolis, Russian Federation
< se.ivanov@innopolis.ru

Abstract

Introduction. The prediction module generates possible future trajectories of dynamic objects that enables a self-driving
vehicle to move safely on public roads. However, all modern prediction methods evaluate their performance only under
urban conditions and do not consider their applicability to the domain of rural roads. This work examined the adaptability
of existing methods to work under rural unstructured conditions and suggested a new, improved approach.

Materials and Methods. As a solution, we propose to use a neural network that includes the following submodules: a
graph-based scene encoder, a multimodal trajectory decoder, and a trajectory filtering module. Another proposed feature
is to use an adapted loss function that penalizes the network for generating trajectories that go beyond the drivable area.
These elements use standard practices for solving the prediction problem and adapting it to the domain of rural roads.
Results. The presented analysis described the basic features of the prediction module in the rural road domain, showed a
comparison of popular models, and discussed its applicability to new conditions. The paper describes the new approach
that is more adaptive to the considered domain of study. A simulation of the new domain was performed by modifying
existing public datasets.

Discussion and Conclusion. Comparison to other popular methods has shown that the proposed approach provides more
accurate results. The disadvantages of the proposed approach were also identified and possible solutions were described.

Keywords: trajectory prediction, behavior prediction, neural networks, self-driving cars, artificial intelligence,
autonomous cars
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Hayunas cmamos

IIporuo3upoBaHue nMoBeieHUs1 Y4ACTHUKOB JOPOKHOTO IBHKEHUS

B YCJIOBHSIX NMPOCEJIOYHBIX J0POT /51 0eCIIUJI0THBIX ABTOMOOUIeH

C.A. UBanos = D4, B. Pamug
Lentp GecmuIOTHBIX TEXHONOTHI yHUBepcuTeTa MHHOMONNC, T. MHHOMOMIC, Poccuiickas deneparus

P4 se.ivanov@innopolis.ru

AHHOTAIIMA

Beeoenue. bnaromaps MOIyTIO NPOTHO3UPOBAHHUS TPACKTOPUHA IBIDKEHHS NHHAMHUYECKAX OOBEKTOB OCCIMIIOTHBIN
aBTOMOOMIIb cHIOCOOEH 0e30MacHo JABUTaThCs IO JoporaM oOuiero nosb3oBaHus. OJHAKO BCE COBPEMEHHBIE METObI
MIPOTHO3UPOBAHUS OLIEHUBAIOT MPOM3BOJUTEIBHOCTh TOJBKO B TOPOJCKHX YCIOBHAX U HE PAacCMAaTPHUBAIOT CBOIO
MIPUMEHUMOCTb K JOMEHY IPOCEIOYHBIX A0pOr. Llenb TaHHOTO HCCIENOBaHUS 3aKII0YAETCs B aHAIM3€E aIalTUBHOCTH
CYIIECTBYIOIIX METOZOB IIPOTHO3MPOBAHMSA M pa3pabOTKe IOIXO0Ja, KOTOPBIH OydeT AEMOHCTPHPOBAThH JIYUIIYIO
MIPOU3BOAUTCIIBHOCTD IIPU pa60Te B HOBBIX YCJIOBUAX.

Mamepuans u memoowi. B kauecTBe pelmeHNs MpelaracTcsi HCIOJIb30BaTh HEMPOHHYIO CETh, BKIIOYAIOIIYIO B ceOs
CIIEAYIONINE MOAMOXYIH: IpadoBBIii KOAUPOBIIUK CLEHBI, MyJIbTUMOAANBHBIN IEKOAUPOBIIUK TPACKTOPHH, MOIYIb
¢dbwisTpaiuu Tpackropuii. Takke mpeanaracTcsl IPUMEHUTH aJalTHPOBAHHYIO (DYHKIIHIO MOTEpPh, KOTOpas mTpadyeT
CeTh 3a TEHEpalUI0 TPACKTOPUM, BBIXOIAIIMX 3a TPAHULBI JOPOKHOTO MOJOTHA. [laHHbBIE 3J€MEHTHI 3aJ€HCTBYIOT
pacnpocTpaHEHHbIE IPAKTUKY PELICHUs 3a1a49y IPOrHO3UPOBAHMS, a TAKXKE aJaNTUPYIOT €€ U1 JOMEHa MPOCEN0YHbIX
JIOpOT.

Pezynomamut uccnedoganun. IlpoaHan3upoBaHbl OCHOBHBIE OTIMYMS U YCIOBUSA pabOTHl MOIYJIS IPOTHO3UPOBAHUS B
YCIIOBUSIX IIPOCEIOYHBIX JOPOT. BEITOIHEHa cCHMYIIAIINS HOBOTO JOMEHA ITyTeM MOJU(HUKAINH CYIIECTBYIONNX HaOOpOB
naHHbIX. [IpoBeneHO cpaBHEHHE MOMYJSPHBIX METOAOB IMPOTHO3MPOBAHUS U OLEHEHA HMX NMPUMEHUMOCTh K HOBBIM
ycnoBusiM. [IpencTaBiieH HOBBIHM, O0Jiee aIaNTHBHBIN K HOBOMY JOMCHY, TOIXO/.

Oébcyscoenue u 3axniouenue. IIlpoBeneHHOE cpaBHEHHE C APYTMMH MOMYJSIPHBIMH METOJAMH IOKa3bIBAeT, YTO
NIPEATIOKEHHOE aBTOpPAaMH peIIeHHe oOecrednBaeT 0ojee TOYHBIE pEe3yNabTaThl IPOTHO3MPOBaHMA. Takxke ObLTH

BBISIBJICHBI HEJOCTATKU MPCATIOKCHHOI'O MOJAX0JAa U OIMMCAHBI BO3MOXKHBIC ITYTH UX YCTPAaHCHUA.

KiioueBble cj10Ba: MPOTHO3UPOBAHKUE TPACKTOPUH, MPOTHO3MPOBAHUE TOBEICHUS, HEHPOHHBIE CETH, OECIUIOTHBIE

aBTOMO6I/IJ'II/I, I/ICKYCCTBGHHHﬁ HHTCJIJICKT, aBTOHOMHBIC aBTOMOOMIN

E.]IaFOIIapHOCTI/l: ABTOPBI BBIPAXKAKOT 6J'IaFOZ[apHOCTL HEHTPY OCCIUIIOTHBIX TEXHOJIOTHIMA YHUBEPCUTCTA Hunomonuc 3a

TOMOIIb B MPOBEACHUU UCCIICTOBAHUS.

Jaa murupoBanus. Veanos C.A., Pammn b. [IporaosupoBanne moBeaeHHsS YYaCTHHKOB JOPOKHOTO JIBIDKCHHUS B
YCIOBUSIX MPOCEIOYHBIX J0por Juis OecnmioTHeix aBTomMoOmiei. Advanced Engineering Research (Rostov-on-Don).
2023;23(2):169-179. https://doi.org/10.23947/2687-1653-2023-23-2-169-179

Introduction. The latest achievements in the field of artificial intelligence (Al) are being actively implemented in
various areas of activity. One of such achievements is autonomous vehicles (AV). The current research was aimed at
creating algorithms that allow AV to move safely on public roads. This will significantly reduce the number of road
accidents [1].

The scientific community has already identified the basic modules of an autonomous vehicle. One of them is a
system for predicting the future behavior of road users (agents) [2]. A clear understanding of how the environment will
develop and in which direction dynamic objects (pedestrians, cars, cyclists) will move is urgently needed for AV to
search and use a safe and effective trajectory of movement.

Numerous scientific papers are devoted to the problem of predicting such trajectories [3-12]. However, there is
currently no active research on the application of existing methods outside of urban conditions. And this is extremely
important, since autonomous cars will be used on country roads, too [13]. Urban conditions are highly structured: cars
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mostly follow traffic lanes, and pedestrians move through special zones. In this sense, the area of country roads is the
complete opposite, which means that it will have additional difficulties during development. In the given paper, attention
is focused on these difficulties: the existing predicting methods and their applicability to new, less structured conditions
are considered.

The objective of the study involved:

—analysis of the major differences and working conditions of the prediction module under the conditions of country roads;

— simulation of a less structured country road domain by modifying the existing datasets;

— comparison of modern prediction methods, including their applicability to new conditions;

— description of the new approach and proof of its higher accuracy in comparison to other prediction methods.

Materials and Methods. At first glance, it would seem that the domain presented is a simpler version of urban
conditions due to the fact that country roads are characterized by less traffic. However, the absence of complex multi-
level junctions, special traffic-free zones, a large number of signs, markings, etc., makes the domain of country roads less
structured, i.e., fewer rules and specific traffic patterns increases the randomness and reduces the predictability of the
behavior of cars and pedestrians.

The following features of the country road domain influence strongly on the selection of the architecture of the
prediction module:

— crossroads. Undoubtedly, they are more simple on country roads in comparison to urban ones, but at the same time
this fact of simplicity means that the model must take into account multimodality and assess the probability of choosing
each possible direction of movement at the crossroad when the agent approaches it;

— country roads do not have lane markings, pedestrian crossings, bike paths, etc. Instead, the HD map will contain
only information about the boundaries of the roadway. Therefore, the stage of encoding the scene should take into account
this feature to describe the surrounding context more effectively;

— pedestrians and cyclists will move along the same road with conventional and autonomous vehicles. Therefore, the
model should be adaptive for predicting the future trajectories of both cars and pedestrians/cyclists.

The prediction module implies the presence of AV recognition, tracking and localization systems and their accurate
operation. The authors of the article use the Argoverse dataset, which stores the required records of the operation of all
systems in a convenient form [14].

The dataset consists of recordings of road scenes observed on the streets of Miami and Pittsburgh, USA. Each of the
entries contains a local part of the terrain map (lane boundaries, roads, pedestrian crossings) and a list of all recognized
agents, including the current position and movement history of each of them. Each of the records is divided into two parts:
two seconds of the observation history and three subsequent seconds for which prediction is made (prediction horizon).
Data on the future movement of objects is also available and used to calculate the accuracy of prediction methods and
model training.

Information about agents is presented in a discrete format. The time interval between measurements is fixed, in this
work it is equal to 0.1 seconds (10 Hz).

For each moment of time t, the module receives the observation history Si” for each detected agent i. The observation
history consists of the agent's current and past states, where each of the states s; is a 2D position in the global coordinate
system. The authors make the assumption that the height information is redundant.

The dataset also provides access to an HD map that contains information about road borders and roadway, pedestrian
crossings. To simulate the domain of country roads, the dataset was modified in such a way as to exclude all information
from road maps, except for the boundaries of the roadway D. This reduces the amount of information about the road
context and complicates the task of prediction.

Hence, the context of the scene is represented as

c={S?,S},....SP, D}, €]

where k — the total number of tracked agents on the scene.
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This approach implies predicting the trajectory for only one agent per execution, therefore further S is treated as

SP for simplification. To generalize the model for all recognized agents, it is required to repeat the proposed approach
for all k agents on the scene. The agent for which the prediction is currently being made is considered a target agent.
To assess the accuracy of prediction methods, the dataset contains recorded future trajectories S' for each target agent:

S'={s,S,,....5:}, )

where H indicates the number of next time steps. In this case, parameter H will be equal to 30, since the planning horizon
is three seconds with a sampling frequency of 10 Hz.

The domain of the prediction module is multimodal, i.e., the future behavior of agents may differ significantly in
absolutely identical traffic situations. Let us say, a car approaching a crossroad may continue straight ahead or make a
turn. To take this into account, it is required to generate M possible future trajectories and M probabilities of each of them
at the model output.

Therefore, the purpose of the prediction module is to create function f, that takes the context of the scene c as input
and generates M pairs of possible future trajectories and their probabilities:

f(c):{Slf,Szf,...,S,\;,plapzw'-apM}' (3)

Here, at least one generated trajectory S should be as close as possible to the real trajectory S’ and the probability

of its execution p should be close to unity.
Model architecture. The proposed approach involves the use of a neural network consisting of submodules of scene
encoding, decoding and filtering trajectories. The architecture of the system is shown in Figure 1.

! HD map with agents i ‘ Scene encoder : Trajectory decoder
. H H é i Output E y ....... 9
- : { ! i Filt t t . .
: i Polyline @ o i \M*(2H+l) 1 H ! E}rlng rajectar s M trajectories
i, encoder o959 ; b y
H H H H H H e— V
Interaction ® 0 |
graph : : / i SRS NP S #
VectorNet i i

M probabilities

Fig. 1. System architecture

A neural network adapted to the new conditions, based on a vector representation, is responsible for encoding the
scene. This selection is due to the fact that on country roads, the HD map will contain a limited amount of information
(only the roadway boundaries and the history of observations of dynamic objects). Popular methods represent the context
of a road scene ¢ in an image format and process it using convolutional neural networks. However, vector coding avoids
the overhead associated with image generation [4-5].

The presented encoder is based on the VectorNet model, but its input data format has been modified to receive
information only about the boundaries of the roadway and the state of the agents. [3]. This encoder represents the
boundaries of the road and the state of agents using polylines, which are further processed by a graph neural network.
This provides encoding the interaction between polylines. Details of the implementation are described in paper [3].

A trajectory decoder is a task of regressing several possible trajectories and generating a set of probabilities. To solve
this problem, a multilayer perceptron model is used. The decoder implementation is inspired by the MTP model [4],
however, the authors of the article propose a different formula for calculating the best trajectory m* from the set of
M trajectories. It is also proposed to use an additional mechanism that penalizes the model for predictions that go beyond
the area of movement.

The authors of the original MTP model propose to train a multilayer perceptron using the loss function that represents

the sum L, and L, where:

class ?

L., = L(sf ,sn;) (1)
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Lclass = _ilm:m" IOg P (5)
m=1
In this case, L, — mean-square error between the real trajectory S and the best trajectory m* of M generated.
L(s‘,st):ii(si_sﬂ)z, ®)
" HA3
where si— the agent's actual future position at time i, and § — the predicted future state of the best trajectory m".

L. — loss function based on cross entropy, which increases the probability of executing the best of the predicted

class
trajectories m* to 1 and reduces the probability of other trajectories to 0.

Ic is a binary indicator equal to 1, if condition c is true, and 0 — otherwise.

In the original article, the best of the predicted trajectories m* is defined as the one that has the minimum value of the
root-mean-square error in comparison to the real trajectory:

m = argmin L(Sf,sm’). )
The authors of the article suggest using the following modification:

m = argmin L(Sf,sm’), (8)
meA
where A — subset of generated trajectories that has a similar final direction to the real trajectory S" .

The idea is to remove from consideration trajectories in which the final direction of the agent differs significantly
from the direction in the real trajectory when calculating the best trajectory m*. If the difference in directions features
less than certain threshold v, then the generated trajectory is considered correct, i.e., mcA. In the case under consideration
v=30°. Therefore, the best trajectory m* should have a similar final direction and the lowest value of the loss function.

This work also involves prior knowledge of the domain to achieve greater convergence of the model [15]. Since only
information about the roadway boundaries is available from the HD map when driving in the domain of country roads,
an additional variable is introduced — L, into the loss function. Thanks to it, the model will penalize the predicted

trajectories that go beyond the road in cases where at least one state is s; € D. The model penalizes only the best trajectory,
since only in this case, it is possible to determine the direction of error reduction by approximating the best of the generated

trajectories m* to the real trajectory S'.
Thus, L, is defined as:

Le :%ilc-(si —s*i)2 : 9)

i=1
where |, isequal to 1, if s; ¢ D, and 0 — otherwise.
The final loss function is defined as

L = Ly + 0~ Lygg +B- Lo, (10)

class
where o and f — neural network hyperparameters used for training. In this case, both of these parameters are equal to 0.5.

To filter similar and duplicate trajectories, the proposed approach uses the filtering of a finite set of trajectories M at
the final stage. This module is required because in some cases, the number of possible agent trajectories may be less
than M, e.g., when a car is moving along a straight road at a constant speed, the model can generate only one trajectory:
the car continues to move straight. However, the need to generate exactly M trajectories will result in the situation when
all predictions are similar to each other.

The proposed filtering is based on the final direction and positions of states s;: if the direction and the sum of the
deviations between states s; of the real and generated trajectories are less than the threshold value o, then the trajectories
are considered similar. The authors average each state of the trajectories and sum up the probabilities of the trajectories p;.

This approach was implemented in the Python programming language on the PyTorch deep learning framework. The
model was trained on GeForce RTX 2080 Ti graphics card for 40 epochs, the training took four hours.
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Research Results. To assess the accuracy of prediction models, this section applies widely used metrics for the
trajectory prediction problem: average displacement error, ADE, final displacement error, FDE [6], MissRate (MR), and
Offroad rate (OR).

For multimodal cases with the generation of several trajectories, ADE and FDE are taken as the minimum ADE and
FDE among M trajectories (the trajectory with the lowest metric value) [5].

The prediction is considered “missed” if ADE metric of the generated trajectory is more than two meters. OR metric
is calculated as the percentage of trajectories in which at least one state s; goes beyond the range of motion D.

To visualize the context of scene ¢, as well as the real and predicted future trajectories S fand S a script in the Python

programming language was implemented using the Matplotlib library.

This section compared the operation of several different methods in the case of an unstructured domain. The following
methods were used in comparison:

— Kalman filter;

— Single trajectory output — the proposed scene encoder with the generation of a single trajectory;

— Fixed set classification — the proposed scene encoder with the reduction of the task to classification among
predefined trajectories: by sets of 64 and 415 predefined trajectories;

— Proposed approach.

Table 1 presents comparison of the accuracy of the methods when working under unstructured conditions. Several
methods are compared, including the proposed approach.

Table 1
Comparison of models in the unstructured domain of work

Method Modes | ADE, | FDE, | ADE, | FDE, | MR2; | MR2 OR
Kalman filter 1 3.78 8.05 3.78 8.05 0.89 0.89 5.89
Single trajectory output 1 3.12 6.75 3.12 6.75 0.89 0.89 3.26
Fixed set classification 415 3.27 7.00 1.74 3.57 0.84 0.52 3.61
Fixed set classification 64 2.6 5.63 1.52 291 0.82 0.49 2.58
Proposed approach 6 2.36 5.29 1.32 2.55 0.78 0.38 1.84

Kalman filter. The simplest way to predict behavior is to obtain the current state of the object (current lane, speed,
direction, etc.) and extend this state to future steps based on some assumptions, e.g., that the car will continue to follow
its lane or will have a constant speed and/or acceleration. Another popular method for such tasks is to use the Kalman filter [12].

According to Table 1, the Kalman filter works worse than all the presented methods based on neural networks.

Figure 2 shows two cases. In the first case, the Kalman filter successfully performs prediction because the vehicle is
moving straight, without any turns or speed variation. In the second case, the Kalman filter mispredicts due to lack of
knowledge about the context of the traffic situation.
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Fig. 2. Example of predictions using the Kalman filter. Dotted lines — roadway boundaries,
red lines — target agent with history of observations, blue — other agents, green — real trajectory, yellow — predicted
trajectory, red crosses indicate predicted states outside the roadway
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Single trajectory output. This method involves the use of a graph scene encoder, which is identical to the one used in
the proposed approach. The output of the network implies the generation of only one trajectory. This model is trained
using the root-mean-square loss function.

As shown in Table 1, the neural network, even with the generation of a single trajectory, demonstrates better results
in comparison to the Kalman filter.

Figure 3 shows the visualization of this prediction method operation. The image on the left shows that the model can
successfully predict the agent's turn. The image on the right shows that generating one trajectory is not enough. The neural
network tries to imagine both possible outcomes: going straight and turning right. As a result, the model outputs the
average of the two outcomes.

e — . Y
0 O - 30
20 S R 420
10 | | 10 1 -
0 | 0
Y/ o \| )
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-20 | r INT N 20

-30 -20 -10 0 10 20 30 X -éO -20 -10 0 10 26 30 X

Fig. 3. Example of generating a single trajectory. Red line shows the target agent with
history of observations, green — real trajectory of movement, yellow — predicted trajectory

Fixed set classification. The implementation was inspired by the CoverNet prediction method [5]. This model consists
of a proposed vector scene encoder, followed by a different trajectory decoder. The decoder is a classification task based
on a predefined set of trajectories consisting of physically realizable vehicle trajectories with sufficient coverage. Two
sets were created for experiments: of 415 and 64 possible trajectories. The second set has the same coverage as the first,
but provides a lower density of trajectories. Detailed information about the sets of trajectories is contained in paper [5].

The visualization of the work is shown in Figure 4. The classification model successfully copes with multimodality at
crossroads, but in some cases, the lack of sufficient coverage by a set of trajectories negatively affects the results.
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Fig. 4. Example of prediction using a classification model. Red lines represent the target agent
with history of observations, green lines — real trajectory. M predicted trajectories
with different probability of execution pi are presented using red-yellow hues

As shown in Table 1, this method works more accurately than generating a single trajectory, but worse than the
proposed approach. In addition, increasing the density of the set of trajectories by using a set of 415 trajectories did not
improve the results. The authors attribute this to the presence of noise in the dataset, which comes from the tracking
system used in the data collection.
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Proposed approach. The proposed approach eliminates the disadvantages of all the methods described above. This is
a multimodal forecasting method that does not suffer from the limitations of a predefined set of trajectories.

Moreover, according to Table 1, the proposed approach surpasses all other methods in all indicators. As shown in
Figure 5, the method successfully captures two possible outcomes at the crossroad: driving straight or making a turn.
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Fig. 5. Example of prediction using a classification model. Red lines represent the target agent
with history of observations, green lines — real trajectory. M predicted trajectories
with different probability of execution pi are presented using red-yellow hues

Figure 6 shows an example of filtering similar trajectories in the case of a single possible outcome. The probability
that the agent will complete the initiated turn is close to 1, since he is already in the process of turning. Therefore, in this
case, the probability of other outcomes is close to 0. The proposed module successfully filters similar trajectories.
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Fig. 6. Filtering effect. The entire set of predictions is shown on the left, and only filtered set — on the right

Limitations. Although the authors of the original article on the MTP model [4] indicate that their method solves
the problem of mode collapse, the experiments conducted by the authors of this article do not confirm this. The
problem still occurs in some cases. It is assumed to be due to the following features: the loss function does not
penalize the neural network for generating all possible trajectories that the target agent can execute, as long as the
best of them is as close as possible to the real trajectory. But also, the model does not encourage the network in any
way to predict a variety of possible trajectories. Therefore, it is advantageous for the network to make several similar
predictions in one direction, in which it is more confident than to make one prediction for each possible trajectory.

One of the possible solutions to this problem may be the use of a trajectory decoder presented in the TnT,
DenseTnT models [10-11], which imply the generation of final goals at the first stages of work. In these models,
all possible final goals for the agent are generated first, and then trajectories that describe the movement from the
starting position to each of the goals, are generated. This provides filtering out similar final goals in the early stages,
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Discussion and Conclusion. In the work performed, modern methods of solving the trajectory prediction
problem are investigated. The adaptability of the methods to unstructured road conditions — country roads, is
considered. Insufficient accuracy of the methods is established, and a new approach to predicting is proposed.

The proposed approach is based on the VectorNet and MTP models, but has been adapted for the country road
domain. In addition, a trajectory filtering module and an additional mechanism for the loss function, which penalizes
trajectories for going beyond the movement zone, are proposed.

The presented comparison shows that the proposed approach is superior to other popular methods.

Limitations of the MTP approach have been identified: the output data still tends to mode collapse. The
suggestion for further modifications is to use methods that generate the final goal at the early stages of prediction
and thus are less susceptible to regime collapse.
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Abstract

Introduction. The 2020s were marked by the emergence of a new generation of computer simulators using augmented
reality. One of the promising advantages of augmented reality technology is the ability to safely simulate hazardous
situations real-world. A prerequisite for realizing this advantage is to provide the visual coherence of augmented reality
scenes: virtual objects must be indistinguishable from real ones. All IT leaders consider augmented reality as a next
“big wave”; thus, the visual coherence is becoming a key issue for IT in general. However, it is in aerospace
applications that the visual coherence has already acquired practical significance. An example is Boeing's development
of an augmented reality flight simulator, which began in 2022. Visual coherence is a complex problem, one of the
aspects of which is to provide the correct overall coloration of virtual objects in an augmented reality scene. The
objective of the research was to develop a new method of such tinting.

Materials and Methods. The developed method (called spectral transplantation) uses two-dimensional spectral image
transformations.

Results. A spectral transplantation technology is proposed that provides direct transfer of color, brightness, and contrast
characteristics from the real background to virtual objects. An algorithm for automatic selection of the optimal type of
spectral transformation has been developed.

Discussion and Conclusion. Being a fully automatic process without recording lighting conditions, spectral
transplantation solves a number of complex problems of visual coherence. Spectral transplantation can be a valuable
addition to other methods of providing visual coherence.

Keywords: computer simulators, augmented reality, visual coherence
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AHHOTaUUs

Beeoenue. 2020-e ronmpl 03HAMEHOBAINCH IIOSBICHHEM HOBOTO IIOKOJICHHS KOMIIBIOTEPHBIX TPEHAXKEPOB C
MIPUMEHEHUEM TEXHOJIOTHH JONOTHEHHOH peanbHOCTH. OHO U3 MIPEUMYIIECTB TaHHOH TEXHOJIOTHH — BO3MOXKHOCTh
6€30IacHOT0 MOJETUPOBAHNS ONIACHBIX CUTYAallni B peadbHOM MUpe. Heo0X0IMMBIM ycI10BHEM HCTIOIB30BaHUS 3TOTO
MIPENMYIIECTBA SIBIISIETCS 00ecHeueHNe BU3yalbHONH KOTEPEHTHOCTH CIIEH JOTOIHEHHON peallbHOCTH: BUPTYalbHbIE
O0OBEKTHI JOJDKHBI OBITh HEOTIMYMMBI OT peajbHbIX. Bce mupoBbie IT-nmaepsl paccMaTpUBaroT JIOTOJHEHHYIO
pEaBHOCTh KakK CIEAYION[YI0 BOJHY paJuKalbHBIX HM3MEHEHMH B IU(POBOH cpelae, IOITOMY BH3yasbHas
KOT€PEHTHOCTh CTAHOBHTCS KIIFOUEBBIM BOIIpocoM uist Oyayiero [T, a B a9poKOCMUUECKUX TPUI0KECHUAX BU3yalbHAS
KOTE€PEHTHOCTh yXe NpHoOpena MpakTHdeckoe 3HaueHHe. [IpuMepoM MOXKET CIIyKHUTh pa3paboTKa Koproparuen
BouHr muioTckoro TpeHakepa ¢ JOMOJHEHHOW peanbHOCThIO (2022). BusyanbHas KOTEPEHTHOCTh — CIIOXKHASI
KOMIUICKCHAsE TpoOsieMa, OJHUM M3 AacCIEeKTOB KOTOPOH SBISETCS oOecnedeHHe KOPPEKTHOW KOJIOPHCTHYECKOU
TOHHPOBKH BUPTYaJIbHBIX OOBEKTOB B CIICHE JONOIHEHHOH peasbHOCTH. Llenp paboTsl — pa3paboTka HOBOIO METOMA
TaKO TOHUPOBKH.

Mamepuanst u memoost. B pazpabotaHHOM MeToe (Ha3BaHHOM CIEKTPaJbHOM TpaHCIUIAHTALMEH) UCIIONB3YIOTCS
JIByMEpHBIE CIIEKTpaIbHbIEC IPe0oOpa3oBaHus N300paKeHHUH.

Pezynvmamut uccnedosanus. IlpennoxeHa TEXHOJIOTHS CIIEKTPATbHON TPaHCIUIAHTANHN, 00ECIICYNBAIOIIas IPSMYIO
nepezady XapakTepHCTHK LBETa, IPKOCTH U KOHTPACTa OT pealibHOro GoHa K BUPTyalbHBIM o0ObekTaM. Paspaboran
AITOPUTM aBTOMAaTHIECKOTO BEIOOPA ONTHMAIBHOTO BH/A CIIEKTPAIBHOTO MMPE0OpPa30BaHUSL.

Oécyincoenue u 3axniouenue. Bynydn TIOTHOCTHIO aBTOMAaTHUECKHM IIpoIleccoM Oe€3 perucTpanuy yCIOBHH
OCBCHICHHOCTH, CIICKTpaJbHasd TpaHCIUIAHTAlUd peuiacT psAaa CIOXKHBIX HpO6HeM BH3yaﬂbHOﬁ KOT€pCHTHOCTH.
CHeKTpaJ'II)Haﬂ TPpaHCIUIaHTAlUA MOXKET CTaTh HCHHBIM JOIMOJHEHUEM K APYTrUM METOJaM oOecrieueHus BH3yaJ’ILHOﬁ

KOTCpEHTHOCTH.
KiioueBrnle cioBa: KOMIIbIOTEPHBIC TPCHAXKEPHI, TOIMOJHEHHAA PCAJIBHOCTD, BU3YyaJlbHAasA KOTEPECHTHOCTH

Buarogapuocru: aBrop BhIpaxkaer GmarogapHocth A. Tepennu (Inglobe Technologies Srl, Uekkano, Utamus) 3a

TIOJIIEPKKY B pa3pabOTKe MPOrpaMMHOTO 00ecIeUeHHs.

Joas uurupoBanus. [opoynos A.JI. BusyanbHas KOrepeHTHOCTh B J0MOJIHeHHON peansHocT. Advanced Engineering
Research (Rostov-on-Don). 2023;23(2):180-190. https://doi.org/10.23947/2687-1653-2023-23-2-180-190

Introduction. Modern simulators actually by default imply the use of virtual reality (VR). The advantages of this
approach are well known; therefore, we will not dwell on them, but we will note a number of significant and, more
importantly, insurmountable disadvantages due to the very nature of virtual reality technology. VR is a digital, discrete
technology, while the real world is continuous. Therefore, modeling the real world in VR is inevitably associated with
errors, which reduces the efficiency of training. However, for training systems, an even more serious negative aspect
is that human decisions are largely based on subconscious consideration of numerous details of the real picture of the
world. This process is fundamentally impossible to reproduce using purely computer technologies (e.g., VR) for two
reasons: we still do not know (and are unlikely to ever know) what the mechanism of the human brain is. The latest
speculations on the topic of artificial intelligence only confirm this. The details of the real world taken into account
when making decisions are almost infinite in number, they arise randomly and are of quite a different nature (visual,
acoustic, tactile ...).
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The emergence of augmented reality (AR) training systems in the 2020s reduced the severity of this problematic
situation. Examples are the development by Boeing of an augmented reality pilot simulator based on the well-known
R6 ATARS project, which began in the fall of 2022, as well as a similar project launched by British B AE Systems or
an air traffic control training simulator from this article. All the information wealth of the world around us in AR is
presented explicitly and does not require modeling. But it is needed to solve the problem of visual coherence (VC) to
realize the advantages of AR associated with the parallel presence of real and virtual objects in scenes: virtual objects
must be indistinguishable from real ones. This article proposes a method for solving the problem of visual coherence
in the framework of a project on the development of a training system for air traffic controllers.

AR is a derivative form of VR. AR retains all the features of VR, but, in addition, as a hybrid technology, it has
significant advantages arising from the parallel coexistence of virtual and real objects, which attracts the attention of
developers to VC. Moreover, studies [1] show that among the negative psychophysiological consequences of using
augmented reality devices, optical discomfort dominates, which occurs due to the difference in perception of real and
virtual objects in the same scene due to the absence of VC. IT industry leaders see AR as the next “big wave” of
revolutionary changes in digital electronics. Therefore, the VC problem is becoming a key one for IT as a whole, and
these leaders show a growing interest in methods of solving it [2]. However, the problem of visual coherence has
already acquired practical significance in aerospace applications. The authors encountered a VC problem when
developing a training system for air traffic controllers: the rapid increase in the intensity of air traffic at airports caused
an increase in the frequency of collisions of aircraft with other aircraft and airfield transport during ground
maneuvering (>50 cases worldwide in 2018 before the outbreak of the pandemic). Air traffic controllers working on
airport towers are not always ready to respond adequately to such emergency situations, which requires additional
training. The most effective form of such training involves presenting the dispatcher with a situation of hazardous
proximity of objects on the airfield, which is impossible with real objects, but can be absolutely safely implemented
in augmented reality scenes. In our application, emergency situations were safely simulated using AR at a real airfield,
while the virtual aircraft used should be indistinguishable from real ones.

An exhaustive overview of the known VC methods can be found in [3]. According to the author's classification, all
VC methods can be divided into two main classes: with the measurement of lighting parameters, and with the
assessment of lighting conditions. In the first case, a mandatory procedure is a preliminary measurement of illumination
conditions, carried out with the help of special equipment. This procedure is a long and labor-intensive process. It
seems to be impossible if a pre-obtained image or video of the real world is used. In the second case, the complexity
of reconstructing the lighting pattern from images causes assumptions and limitations, which makes the results
ambiguous. Therefore, despite the impressive results obtained by researchers using the methods mentioned in the
review [3], the VC level is still often insufficient, specifically, in AR scenes with real natural landscapes under ambie nt
lighting conditions, which are typical for aviation applications. As the review of publications below shows, there is a
shortage of research of this kind.

This work was aimed at developing a universal and automatic method to provide direct transfer of color, brightness
and contrast characteristics from a real background to virtual objects without digital 3D modeling, which was required
in existing VC approaches. The method is based on the mathematical apparatus of two-dimensional spectral
transformations, we called it “spectral transplantation”.

The key results of this study are:

— basic scheme for the spectral transplantation method, which provides a direct transfer of color, brightness and
contrast characteristics from the real background to virtual objects. The method involves replacing a part of the
spectrum of the image of the virtual world with the same part of the spectrum of the image of the real world, followed
by an inverse transformation of the spectrum with the transplanted part;

—algorithm for automatic selection of the optimal type of spectral transformation for use in spectral transplantation.

It is important to note that VC depends on many factors: lighting, shadows, color tone, mutual reflections, surface
texture, optical aberrations, convergence, accommodation, etc. Accordingly, various AR visualization techniques were
used. In our case, VC is provided only for the factors of general illumination and coloring of virtual objects in AR.
This is one of the VC challenges, especially for outdoor scenes. Therefore, spectral transplantation should be used in
combination with other VC methods to achieve full VVC.
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The list of sources in [3] includes 175 positions; this review includes almost all approaches to achievements in VC
(with the exception of the latter, based on neural networks, discussed below). Therefore, here we will briefly describe
some characteristic examples that correspond to the mentioned basic classes.

Measurement of lighting conditions

Using a light probe with diffuse bands between mirror spherical quadrants, P. Debevec and others [4] demonstrated
how the full dynamic color range of a scene could be reconstructed from a single exposure. Based on the image obtained
with the probe, the intensity of several light sources could be estimated by solving a simple linear system of equations.
The results were used to render a virtual diffuse sphere.

A. Alhakamy and M. Tuceryan [5] estimated the direction of incident light (direct illumination) of a real scene
using computer vision techniques with a 360° camera attached to an AR device. The system simulated the light
reflected from surfaces when rendering virtual objects. Then, the shadow parameters for each virtual object were
determined.

Assessment of lighting conditions

S.B. Knorr and D. Kurtz [6] proposed a scheme for assessing lighting conditions in the real world based on a photo
of a human face. The method was based on training a model of the type of face based on a database of faces with
known lighting. The authors then reconstructed the most plausible lighting conditions in the real world in the basis of
spherical harmonics for the captured face.

We should mention work [7], which described a combination of measurement and evaluation of illumination. The
authors measured the reflective properties of real objects using depth maps and color images of a rotating object on a
turntable using an RGB-D camera. The shape of the object was reconstructed through integrating images of the depth
of the object obtained from different viewpoints. The reflectivity of an object was determined by evaluating the
parameters of the reflection model from reconstructed images of shape and color.

The closest analogues of the proposed method are approaches that, like spectral transplantation, do not involve
preliminary measurements of lighting and simulation of lighting conditions, scene geometry, surface reflection, and
also provide for automatic processing.

Among such analogues, there are methods of color transfer from image to image. Paper [8] presented a method for
automatic transferring color statistics (averages and standard deviations) from the reference image to the target image.
Additional parameters were used to avoid manual processing, which was required to determine the features of color
transmission in cases where images had a strong difference in the color palette. These additional parameters combined
the variances of the reference and target images. The authors of the article claimed that, although manual modification
of these parameters was extremely rare, it was nevertheless sometimes necessary. In addition, the statistical nature of
the method raised questions about the type and scope of statistics. Also, the ability of the method to process certain
types of images (containing shiny objects, shadows) was not obvious.

Xuezhong Xiao and Lizhuang Ma [9] presented an algorithm to solve the problem of color transmission reliability
in terms of scene details and colors. The authors considered the preservation of the color gradient as a necessary
condition for the authenticity of the scene. They formulated the problem of color transfer as an optimization problem
and solved it in two stages — histogram matching and gradient-preserving optimization. A metric was proposed for
an objective assessment of the efficiency of color transfer algorithms based on examples.

The advantages of the developed method, in comparison to [8, 9] and their numerous analogues, are its versatility,
fully automatic nature, and the ability to transfer not only color, but also all the main characteristics of the image using
one simple procedure.

The proposed method uses two-dimensional spectral transformations. Various types of images are optimally
described by different types of spectral transformations (“optimally” — in the sense of matching visual perception for
real and virtual objects). Actively used in digital image processing since the advent of digital television are the Discrete
Fourier Transform, Discrete Cosine Transform, Hadamar Transform, S-Transform, and Karhunen-Loeve Transform.

Materials and Methods. The scheme of the spectral transplantation method (the version using the Fourier
transform [10]) is shown in Figure 1. Frames of the real world (world frame — WF) and virtual world (virtual frame —
VF) are used as input data (Fig. 2). This is natural for AR “video” (when the real world is observed through a video
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camera). For “transparent” AR, when the real world is observed through transparent glasses, real images are captured
using cameras located on AR glasses.

_ reverse corrected
source color direct Low-frequency  5_gimensional VF
images channels 2-dimensinal part (LFP) Fourier restoration

extraction Fourier transplantatlon Transform and AR scene
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Fig. 1. Scheme of the spectral transplantation method.
A version using the Fourier transform
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Fig. 2. Real world (WF) and virtual world (VF) video frames:
a— WF, airport, cloudy weather; b — WF, airport, sunny weather; ¢ — VF,
virtual airplane. WF are small fragments (<25%) of images published on websites sydneyairport.com.au and 6sqft.com.

The goal of this method is to transfer the main characteristics of the image from WF to VF. The scheme of the
method is very simple, although the operations have a large computational volume. The method is implemented in five
stages (Fig. 1):

1) Selection of color (RGB) channels for WF — WFr, WFg, WFb and for VF — VFr, VFg, VFb. The RGB model
is used because of its generality and correlation between channels, which is specific to this model.

2) Calculation of two-dimensional direct Fourier transform (direct Fourier transform — DFT): DFT(WFr),
DFT(WFg), DFT(WFb), DFT(VFr), DFT(VFg), DFT(VFb). The DFT formula is given below:

M-IN-1

xc(k,l)_iN
m=0 n=0

X (mmexp(— 221+ ) M
where ¢ = R, G, B — index for red, green and blue color image channels; M, N — row and column numbers of the
pixel matrix of the transformed image; k, | — spatial frequency arguments; x(m,n) — pixel value with spatial
coordinates (m,n) in channel c¢; Xc(k,I) — complex humbers.

3) This is a key stage. Transplantation of low-frequency part (LFP) is carried out between pairs of WF and VF
spectra for each of the red, green and blue channels. This means that VF LFP is replaced by the corresponding WF
LFP. The idea of spectral transplantation is based on the following property of DFT: the general character of the image
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(i.e., color hue, brightness, contrast) depends on the spatial frequencies contained in LFP (including the constant
component) of its two-dimensional spectrum.

Thus, by transplanting WF LFP into VF spectrum, we transfer the main characteristics of the image from WF to
VF. For this, it is more convenient to use a centered form of a two-dimensional spectrum, where the constant
component is located in the center of the matrix of spectral coefficients, and the low-frequency components are
symmetrically arranged around the constant component. In a centered spectrum, LFP is the central part of the DFT
matrix, and LFP has the size M1 x NI (M1 <M, NI <N). If M1 =NI, then the notation for the square matrix LFP can be
LFP(012..F), where 0 — constant component, F — number of the largest spatial frequency in LFP matrix.

The size of the LFP for transplantation depends on the size of the transformed image (this size determines the
spectral resolution) and on the volume of image characteristics that should be borrowed from WF. At this stage of
research, the size of LFP is determined empirically. For example, the best visual results for 512x512 -pixel images
were obtained using LFP (012345).

4) Restoring RGB channels for VF using a two-dimensional reverse Fourier transform (RFT). While at this stage,
the characteristics of WF and VF are mixed. As a result, RGB channels of the VVF image are obtained with the main color,
brightness and contrast characteristics of the WF, as well as with characteristics inherited from the original VF.

5) Restoring the corrected VF color through merging the RGB channels obtained at the previous stage, cutting out
virtual objects and building an AR scene by superimposing the cut virtual objects on WF.

Obviously, if this method is used to process the WF video stream, then there is no need to calculate DFT, and,
accordingly, LFP for each frame of the real world, since the main characteristics of the image are changed only with a
radical change in the recorded scene. Such changes can be easily detected by jumps in the average pixel value. At these
moments, it is needed to recalculate the spectral transformation for LFP.

Since various types of images are optimally described by different types of spectral transformations mentioned
above, it is reasonable to develop an automatic algorithm for selecting the optimal type of transformation for use in
spectral transplantation.

We propose to estimate the difference between the visual perception of VF and WF by the RMS distance 4 between
the LFP power spectra of their images (for all color channels): ,

A, =ﬁ:ﬂ§§)mc(k,l)—P\Nc(k,l)\  C=R.G,B,

)

where Py and Py — two-dimensional power spectra of VF and WF, respectively. For example, in the case of the
Fourier transform, the formula for P has the form:

2

P.(k,1) = “g:‘g:xc(m,n)exp(—jzn(kﬁmﬂﬁ')) . @

We propose to determine the optimal type of spectral transformation by the proximity of the vectors 4 and the mean
vector calculated by the criterion of the minimum sum of squares of the distances between the mean vector and the
vectors A for all transformations under consideration.

Let 4j(4;R, 4;G, 4;B) be the normalized vector of the distance between spectrum VF and WF LFPs for conversion j.
Let A4a(4aR, 4aG, 42B) be mean vector, and D; — distance between 4; and 4a.. Then, the sum of S squared distances
from the vectors 4; of all transformations under consideration to the mean vector is equal to:

$=%D,’=XX(A,~A,)? c=RG,B. @
i jc
Coordinates 4ar, 4ag, 4as Of the mean vector are calculated as the solution to a system of partial differential
equations:

B _0 c=RG,B. ()
oA

ac

The selection of the optimal type of spectral transformation is determined by the proximity condition:
mjin D;. (6)
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Another obvious criterion for selecting the optimal type of transformation is the length of the vectors 4. However,
the extremes of such a criterion may be related to the ability or inability of certain transformations to correctly detect
the difference between certain types of WF and VF. Therefore, we consider the use of the mean vector as a more
reliable method of selection.

Similar to the DFT calculation for WF, the optimal type of transformation is selected only once at the beginning of
spectral transplantation, unless WF is changed dramatically.

Research Results. The proposed method was tested using the Fourier transform without selecting the optimal type
of transformation. WF (real airport scene) and VF (virtual airplane model) had a size of 512=12 pixels and 24 -bit
colors. Two different conditions were investigated:

1) WF — photo of the airport in cloudy weather (Fig. 2 a);

2) WF — photo of the airport in sunny weather (Fig. 2 b).

In both cases, VF contained a 3D model of the aircraft shown in Figure 2 c. LP(0), LP(01), LFP(012), LFP(0123),
LFP(01234), LFP(012345) transplants were tested. Some of the test results are shown in Figure 3. The best visual
results were obtained using LFP(012345). In Figure 3, the images after spectral transplantation are intentionally shown
without other VC effects (shadows, lighting, etc.) to demonstrate the pure results of this method.

—q LFP(0123) —q LFP(012345) ‘ﬂ

Fig. 3. AR-scene: a — consisting of WF and VF without LFP transplantation; b — AP-scene after transplantation
LFP(0123); c — AR-scene after transplantation LFP(012345)

The upper and lower rows in Figure 3 correspond to the opposite conditions for WF: light and dark WF with
different shades. Experiments with any other WF will not add significantly new information since they will have
conditions between those already presented in Figure 3.

Numerical simulation was carried out to demonstrate the mechanism of spectral transplantation. Figure 4 shows
Fourier transplantation using a small (8x8) pixel matrix representing one of the color channels WF and VF. Such a
small size of the matrix enables to clearly illustrate the transplantation procedure. In this example, the WF matrix can
be associated with an image with a vertical gradient fill, and the VF matrix — with an image with a horizontal gradient
fill. Another difference between WF and VF is the range of pixel values: 8-15 for WF (“lighter image”, 8 is a constant
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component) and 0-7 for VF (“darker image”). LFP(01") transplantation is shown, where 1' means part of the first spatial
frequency component (used because of the very low resolution of the 8x8 matrix). The 3D form of the VF matrix
after transplantation indicates the transfer of properties from WF to VF: the edge of the surface has risen; the first pixel
has received the value of the constant WF component. This example demonstrates how, as a result of spectral
transplantation, VF starts to acquire a vertical gradient and a constant component.

3D view of WF pixel matrix 3D view of VF pixel matrix 3D view of VF matrix with LPF (01”)

15 20

10
10

3
= SIS

Two-dimensional WF spectrum Two-dimensional VF spectrum VF spectrum with LFP (01°)

AY
CRED) LFP(01°) transplantation

LFP(0)

Fig. 4. Numerical simulation of spectral transplantation for 8x8-pixel matrices

Spectral transplantation provides several options for changing the parameters of this procedure: changing LFP size;
selecting individual components of the spectrum for transplantation; using different transplant coefficients for various
components to be transplanted.

Figure 5 shows the effect of transplantation with different parameters for various types of virtual objects — virtual
aircraft models that differ in surface texture, markings, and gloss. Figures 5 a and b depict a virtual airplane with
complex textures, text symbols and reflections of virtual light sources. Figures 5 d, e and f show a virtual plane with
simple contrasting colors. Parts a and d contain virtual objects without transplantation; b and e contain virtual objects
after LFP transplantation(0123); ¢ and f contain virtual objects after LFP transplantation(012345). Virtual objects are
intentionally shown without other VC effects (shadows, lighting, etc.) to demonstrate the pure results of the method.
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Fig. 5. Scenes with cloudy WF: a, d — AR-scenes consisting of WF and VF without LFP transplantation;
b, d — AR-scenes composed after LFP transplantation (0123); ¢, f— AR-scenes composed after LFP transplantation (012345)

It is important to emphasize that the presented figures illustrate the possibilities of tuning the proposed method,
and not the final result, since it requires tuning to specific WF. The demonstration of well-executed, but incomplete
results, as is often practiced in VC works, does not seem correct to us.

Discussion and Conclusions. The key complicating factor for the described method, presented in Figure 1, is the
high computational costs. The most promising way to solve this problem is to directly convert WF LFP parameters
into VF rendering parameters. This eliminates the cumbersome procedures of three DFT and three RFT calculations
at the second and fourth processing steps, and requires only three WF DFT calculations, once for each section of the
WF flow without significantly changing the basic characteristics of WF. This approach provides processing the VF
flow in real time.

Another problem is selecting the optimal LFP size. As the volume of spatial frequencies used increases, they begin
to hold information about the WF contents. Therefore, limiting the size of LFP is needed to eliminate the effect of a
hybrid image [11]. The complexity of the optimal selection is conditioned by its association with both the LFP size
and the nature of the image. Recent advances in deep learning suggest that a new approach related to visual coherence
through spectral transplantation could be the use of generative adversarial networks (GAN) to transmit realistic lighting
information from the source image to the target image in the same way that GAN do to transmit image style. In
particular, it would be interesting to compare the performance of GAN in the case of data sets consisting of either RGB
images or images represented in the frequency domain using DFT. We believe that the latter approach will help to
select the optimal LFP. GAN are already widely used in VC study [2] as are neural networks in general [12].

In further research related to the topic of this paper, the following issues will be considered:

— automatic determination of the optimal LFP size for transplantation with a given volume of characteristics
borrowed from WF;

— automatic detection of the exact moments when it is required to calculate new WP LFP for transplantation when
processing WF video in real time (as mentioned above, this must be done if the basic characteristics of WF are radically
changed);

— using the same approach in reverse (from virtual to real) to apply virtual lighting to real scenes (how virtual
lighting affects the environment).

As a fully automatic process without measuring illumination, the proposed spectral transplantation method solves
a number of complex VC problems. Let us say, how to best align the color, brightness, and contrast characteristics
between real and virtual components in AR scenes. All these tasks are solved through one simple procedure without
modeling lighting conditions, AR-scene geometry or BRDF, which eliminates the inevitable modeling errors. The
proposed method can be a valuable addition to other VC tools.
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Abstract

Introduction. It is obvious that in the near future, the issues of equipping moving robotic systems with autonomous
control elements will remain relevant. This requires the development of models of group pursuit. Note that optimization
in pursuit tasks is reduced to the construction of optimal trajectories (shortest trajectories, trajectories with differential
constraints, fuel consumption indicators). At the same time, the aspects of automated distribution by goals in group pursuit
were not considered. To fill this gap, the presented piece of research has been carried out. Its result should be the
construction of a model of automated distribution of pursuers by goals in group pursuit.

Materials and Methods. A matrix was formed to study the multiple goal group pursuit. The control parameters for the
movement of the pursuers were modified according to the minimum curvature of the trajectory. The methods of pursuit
and approach were considered in detail. The possibilities of modifying the method of parallel approach were shown.
Matrix simulation was used to build a scheme of multiple goal group pursuit. The listed processes were illustrated by
functions in the given coordinate systems and animation. Block diagrams of the phase coordinates of the pursuer at the
next step, the time and distance of the pursuer reaching the goal were constructed as a base of functions. In some cases,
the location of targets and pursuers was defined as points on the circle of Apollonius. The matrix was formed by samples
corresponding to the distribution of pursuers by goals.

Results. Nine variants of the pursuit, parallel, proportional and three-point approach on the plane and in space were
considered. The maximum value of the goal achievement time was calculated. There were cases when the speed vector
of the pursuer was directed arbitrarily and to a point on the Apollonius circle. It was noted that the three-point approach
method was convenient if the target was moving along a ballistic trajectory. To modify the method of parallel approach,
a network of parallel lines was built on the plane. Here, the length of the arc of the line (which can be of any shape) and
the array of reference points of the target trajectory were taken into account. An equation was compiled and solved with
these elements. On an array of samples with corresponding time values, the minimum time was found, i.e., the optimal
time for simultaneous group achievement of multiple goals was determined. For unified access to the library, the control
vector was expressed through a one-parameter family of parallel planes. A library of calculations of control vectors was
formed. An example of applying matrix simulation to group pursuit was shown. A scheme of group pursuit of multiple
goals was presented. For two goals and three pursuers, six samples corresponding to the distribution of pursuers by goals
were considered. The data was presented in the form of a matrix. Based on the research results, the computer program
was created and registered — “Parallel Approach on Plane of Group of Pursuers with Simultaneous Achievement of the
Goal”.

Discussions and Conclusion. The methods of using matrices in modeling group pursuit were investigated. The possibility
of modifying the method of parallel approach was shown. Matrix simulation of group pursuit enabled to build its scheme
for a set of purposes. The matrix of the distribution of pursuers by goals would be generated at each moment of time.
Methods of forming matrices of the distribution of pursuers and targets are of interest in the design of virtual reality
systems, for tasks with simulating the process of group pursuit, escape, evasion. The dynamic programming method opens
up the possibility of automating the distribution with optimization according to the specified parameters under the
formation of the matrix of the distribution of pursuers by goals.

© Dubanov AA, 2023

Information Technology, Computer Science and Management

191


https://doi.org/10.23947/2687-1653-2023-23-2-191-202
https://doi.org/10.23947/2687-1653-2023-23-2-191-202
mailto:alandubanov@mail.ru
https://creativecommons.org/licenses/by/4.0/
https://crossmark.crossref.org/dialog/?doi=https://doi.org/10.23947/2687-1653-2023-23-1-95-106&domain=pdf&date_stamp=2023-03-31
https://orcid.org/0000-0002-1855-2562

http://vestnik-donstu.ru

192

Advanced Engineering Research (Rostov-on-Don). 2023;23(2):191—202. eISSN 2687—-1653

Keywords: algorithm of group pursuit, optimization in pursuit tasks, automated distribution by goals, matrix of
achievement of goals by pursuers, automated decision-making, autonomous control, parallel approach, proportional
approach, three-point approach method, control vector calculation library

Acknowledgements: the author would like to thank Larisa V. Antonova, Director of the Institute of Mathematics and
Computer Science, Banzarov Buryat State University, for her help provided in the work on the article.

For citation: Dubanov AA. Methods for Applying Matrices when Creating Models of Group Pursuit. Advanced
Engineering Research (Rostov-on-Don). 2023;23(2):191-202. https://doi.org/10.23947/2687-1653-2023-23-2-191-202

Hayunas cmamuos

MeToasl NPUMECHCHUSA MAaTPUIl IIPA CO3TAHUUN Mojaesen IpynimoBoro mpecjaeaIoBaHnnusd

A.A. ly6aHoB

WnHctuTyT MareMaTHKH M HMH(pOpMaTHKH bypsTckoro rocymapcrBeHHoro yHuBepcutTera uM. Jlopxku Banzapoma, r. Yman-Yip,
Poccuiickas ®enepanus
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AHHOTANUA

Beeoenue. OueBuAHO, YTO B OmipKaiiiiee BpeMs COXPAHAT aKTyaJbHOCTh BOIPOCHI OCHAIIEHUS JBIDKYIIUXCS
POOOTOTEXHUUECKHX KOMIUIEKCOB DJIEMEHTaMH aBTOHOMHOT'O YIIpaBleHUs. ITO TpeOyeT pa3BUTHsI MOAEJIEH rPyNIoBOro
npecienoBanus. OTMETHM, YTO ONTHMM3ALUA B 33Jadax INpecieflOBaHUA CBOJUTCA K MOCTPOCHUIO ONTHUMAIIbHBIX
TpaekTopuil (Kpardaillie TpaeKTOpHH, TpaeKTopuu ¢ nuddepeHInaNbHpIME OrpaHUYEHHSIMH, MOKa3aTeIH pacxona
toruBa). [Ipn 3TOM HE paccMaTpUBAIOTCS acCIEKTHl ABTOMATU3UPOBAHHOTO PACIIPEAEICHUS 110 ETSIM IIPH I'PYIIIIOBOM
npecieioBaHuK. J[J11 BOCHONHEHHsI 3TOT0 HpoOeria BEIMOJHEHa NpeCTaBIeHHAs HaydyHas pabota. Ee pesynbratom
JIOJDKHO CTaTh IOCTPOCHUE MOJEIH aBTOMAaTH3MPOBAHHOTO PacTpeeleHuUs MpecieloBaTeNel 0 LessiM B TPYNIIOBOM
IIpeciieI0BaHNN.

Mamepuansl u memoodsl. [ n3ydeHUs] TPYNIIOBOTO IPECIIEIOBaHUS MHOXECTBa Leneil chopMHpoOBaHa MaTpHIa.
VYnpapnsronye napaMeTphbl IBIKSHUS IpecieaoBareneii MoauduuupoBatbl 10 MUHUMAaIbHONH KPUBH3HE TPAEKTOPHH.
JleTaJIbHO pacCMOTPEHBI METOABI TOTOHU M cOnmkeHus. [lokazaHbl BO3MOKHOCTH MOAM(UKAIIMY METO/a TapajljieIbHOTO
cOommwkeHus. MaTpuuHOoe MOJAETHpPOBAaHUE 3aJeiiCTBOBAIM JUIsI MOCTPOCHHSA CXEMBI T'PYIIIOBOTO MPECieOBaHUI
MHOXecTBa Leleil. [Tlepeuncinennbie npolecchl MPOUUTIOCTPUPOBAHbI (QYHKIMAMH B 33/IaHHBIX CHCTEMaX KOOPIUHAT U
aanmanueil. Kax 6aza ¢yHxuunit nocrpoeHsl 6J10K-cxeMbl (a30BBIX KOOPIHMHAT TpeciIeoBaTeNs Ha CIeAyIOIeM Iare,
BPEMEHH U PacCTOSHUS JOCTHXEHUS IpeciejoBaTeleM Lelu. B psje ciydyaeB pacnonokeHue 1eel u npecieaoBarenei
OTIpEJIeTICHO0 KaK TOYKH Ha OKPYKHOCTH AmOIIoHHMs. Marpuna copMHpoBaHa 1O BBIOOPKAaM, COOTBETCTBYIOIIUM
pacIpeieeHHIo peciieJoBaTeleH 110 IelsM.

Pezynomamut uccnedoeéanusa. PaccMOTpeHBl IEBSTh BapHAHTOB IIOTOHH, MapajUIeIbHOTO, MPOMOPIHOHAIBHOTO H
TPEXTOUEYHOTO CONMIKEHHS Ha IIIOCKOCTH U B IPOCTPAaHCTBE. PaccunTano MakcUManbHOE 3HAYCHUE BPEMEH JOCTIKEHUH
neseit. OTMe4eHsI Cirydau, KOTJja BEKTOP CKOPOCTH Mpeciie1oBaTeNs HallpaBieH IPOU3BOJILHO U B TOUKY Ha OKPY>KHOCTH
Anosonus. OTMEYEHO, YTO TPEXTOYECYHBIH METON CONMKEHHs yIOOeH, eciM Lelb JBWKETCS MO OalIMCTHYECKOit
TpaexTopuu. st MoaupUKanMU METOoa Mapajule]bHOrO COJMXKEHHUS] Ha IUIOCKOCTH CTPOUTCSI CETh IapasllelibHBIX
U, [Ipy 3TOM ydTeHBI JUIMHA TyTH JIMHUN (KOTOPasi MOKET OBITh PON3BOJILHOM (DOPMBI) N MACCHB ONOPHBIX TOUEK
TpaekTopuu uend. C [JaHHBIMH 3J€MEHTaMH COCTaBJIIEHO M peIleHo ypaBHeHune. Ha MaccuBe BBIOOpOK ¢
COOTBETCTBECHHBIMHM 3HAUYEHHSIMH BPEMEH HaH/I€HO MHHHMAIBHOE BPEMs, TO €CTh OINPEJEIICHO ONTHMAIBHOE BpPEMs
OJTHOBPEMEHHOT'0 TPYMIOBOTO JOCTIKEHUSI MHOXecTBa neneid. st yHuduuupoBaHHoro oOpareHus K Oubiamnorexe
BBIPa)KEH YIPABISAIONINI BEKTOP Yepe3 OJHOMApaMETPHIECKOE CEMEHCTBO MapauleNbHbIX 1ockocteil. ChopmupoBana
O6ubiMoTeKa pacyeToB YHPABILIIOMMX BeKTOpoB. [lokasaH mpuMmep NPHUMEHEHHS MAaTPHUYHOTO MOJCITHUPOBAHMSA K
rpyINIoBoMy IpeciieoBanuio. [IpecraBiiena cxema rpynmnoBoro rnpecjaeoBaHusl MHOKecTBa 1esei. st apyx uemneit u
Tpex MpecieoBaTeNel pacCMOTPEHBI IECTh BEIOOPOK, COOTBETCTBYIOIINX PACHPEACICHHUIO TIPECIIe0BATENEH 1O HETSIM.
JlaHHBIE TIpeICTaBICHBI B BUIEe MaTpuIlbl. [lo uToraM HaydHBIX W3BICKAHMN CO3[]aHA M 3apeTHCTPUpPOBAHA Iporpamma
it OBM  «Mogenp mapamienbHOro CONMDKEHHS Ha IUIOCKOCTH TPYINIBI MpeciefoBaresieii ¢ OJHOBPEMEHHBIM
JIOCTH>KEHUEM LENIN».

Obcyscoenue u 3axnrwuenue. VlccnenoBaHsl METOJbl HMCIOJNB30BaHMA MATPUIl NPU MOJEIUPOBAHUM TPYHIIOBOrO

npeciiejoBaHus. Iloka3ana BO3MOXKHOCTH MO,Z[I/Iq)I/IKaL[I/II/I MeToAa MmapauIeJIbHOIo COMMKEHMS. ManI/I‘IHOC
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MOACIHUPOBAHUE TPYIIIOBOTO MNPECICAOBAHUA MO3BOJIACT BBICTPOUTH €TI0 CXEMY AJId MHOKECTBaA LeJei. ManI/IHa
pacnpeaAciIcHust npecneszaTeneI‘/i 10 ICJIsIM 6yz(eT TCHCPpUPOBATHCS B Ka)KI[LIﬁ MOMCHT BPpEMCHHU. MCTOHLI (1)OpMI/IpOBaHI/I$I
MaTpul pacnpeacicHusA HpeCﬂeL[OBaTeﬂeﬁ U 1eneu NPCACTABJIAIOT UHTCPEC MPHU MPOCKTUPOBAHUU CUCTEM BHpTyaﬂLHOﬁ
PCAJIbHOCTH, JId 3aad C MOJACIMPOBAHHEM IIpoLecCa TI'PYNIOBOro MpeCiCcA0BaHUs, y6eraH1/m, YKJIOHCHUA. MeTton,
JAHAMUYCCKOTO MPOrpaMMHpPOBaHUA TIpU (bOpMI/IPOBaHI/II/I MaTpulbl pacrpeacjacHusd npecne,HOBaTeneﬁ o nIcisiM

OTKPBIBACT BO3MOXKHOCTH aBTOMAaTHU3AIlNN PACIIPEACIICHUS C OIITHMM3AIIACH IT0 3aJaHHBIM IrmapamMeTpam.

KiaroueBble cioBa: AJITOPUTM  TPYHOIIOBOrO  IMPECICAOBaHUA, ONTUMHU3AlMA B  3aJadax IPECICHOBaAHUA,
ABTOMATU3NPOBAHHOC pacupeaciaceHne 1o CIAM, MaTpuna JOCTHXXCHHUA peciaea0oBaTeIAMNu ueneﬁ,
ABTOMATU3UPOBAHHOC MPHUHATHUEC peIlIeHHfI, ABTOHOMHOC YHPpaBJICHUC, MapaUICJIbHOC C6J'II/I)K€HI/IG, mponopuruOHAJILHOC
C6J'II/I)K€HI/IG, TpeXTO‘Ie‘-IHI:Iﬁ METO CGJ’II/I)KCHI/IH, OoubnnoTeka pacydeToB YyIpaBJIAOIINX BEKTOPOB

BiarogapHocTH: aBTOpP BBIpaKaeT MPU3HATEIBHOCTD JUPEKTOPY MHCTUTYTA MaTeMaTuku U HH(POpMATHKU BypsTckoro
roCyIapCTBEHHOTO yHHBepcuTeTa uM. J{. ban3apoBa AnToHoBO# Jlapuce BacunbeBHe 3a mOMOII, OKa3aHHYIO B paboTe
HaJl CTaTheu.

s uutupoBanus. [[ybanos A.A. MeToabl IpUMEHEHNS MATPHII IIPH CO3JaHUN MOJIEJTIEH TPYIIIOBOTO IIPECIIeTOBAHHS.
Advanced Engineering Research (Rostov-on-Don). 2023;23(2):191-202. https://doi.org/10.23947/2687-1653-2023-23-2-
191-202

Introduction. The pursuit algorithms are studied from the point of view of their classical and optimal implementation.
Their role in differential pursuit games is investigated. The applied sphere of ready-made solutions is very wide, because
the results of such scientific research are applicable in various information technologies and systems, in particular, in
search engines. Undoubtedly, the issues of equipping moving robotic complexes with autonomous control elements will
be of current concern for a long time, which also requires high-quality implementation of the algorithms under
consideration.

In [1-4], the coordinated behavior of a group of pursuers and targets was investigated. For general theoretical and
practical issues in the problems of persecution, works [5-9] were considered. The guidance of the pursuer to the target
was analyzed considering the information provided in [10-13].

With all the theoretical and practical interest in this topic, optimization in pursuit problems was limited to the
construction of optimal trajectories. Specifically, the shortest trajectories, trajectories with differential constraints, fuel
consumption indicators were proposed. But the aspects of automated distribution by goals in group pursuit were not
considered. To fill this gap, this scientific work was carried out. Its basic result was the construction of a model of
automated distribution of pursuers by goals in group pursuit. The formation of a matrix of achieving goals by pursuers
was shown. When assigning goals to the pursuers, all possible combinations of achieving goals were sorted out, and a
combination of the minimum value of the criterion from the generated set with the maximum value was selected.

Optimization of the multiple goal group pursuit is a promising direction for the development of such a discipline as
optimal motion control in tasks related to automated decision-making and autonomous management.

Materials and Methods. In the model of group pursuit described in the paper, targets move along predefined
trajectories. However, this predestination does not matter in principle. The pursuers are distributed by the targets
automatically, based on the minimax solution of the goal function. Then the control parameters of the pursuers' movement
are modified. In this paper, this is the parameter of the minimum curvature of the trajectory. This approach allows for
simultaneous achievement of goals.

Consider a group pursuit of a set of goals: N pursuers catch up with M goals. We form a matrix of the distribution of
pursuers by goals:

¥, where i=1.N,j=1.M.

Each cell Wj; contains information about the phase coordinates of the i-th pursuer and the j-th target. Matrix ¥j;
contains information about the method by which the i-th pursuer goes after the j-th goal.

The data stored in the cells of the matrix determines the access to the library of calculations of the control vectors of the pursuer.

In each cell of matrix Wj;, the predicted time for the i-th pursuer to reach the j-th goal can be calculated: t;;.

Research Results

In each received sample A ={‘P L } it is required to find the maximum value of achievement times

i "7 Tndnk

t, = Max{tij} ,e.g., from {t, t,;,t,.t,} (Table1).
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Table 1

Samples corresponding to the distribution of pursuers by goals
Goals

2 1 2 2 1 2 1 1 2 1
@ 1 X
E 2 X X X X X X

3 X X X X X X
Samples A Ao As Ay As As
It is necessary to form matrices Wi, where i= 1...3, j=1...2 according to the possible samples

Agk=1...

that pursuer P1, demonstrated the greatest time of achievement, catching up with goal T1from sample A..
Thus, consider sample Ax. You can increase to the value of parameter t, all values tjj, depending on the velocity vectors
of the pursuers and goals, as well as their permissible angular velocities. This determines maximum value ty.
Having received an array of samples {A} with corresponding time values {t;j}, it is necessary to find minimum time

tmin=Min{ti}. This is how the optimal time for simultaneous group achievement of multiple goals is determined.

6. Then, after the conversion, maximum value ti=Max{t;;} is found. The calculation made it possible to establish

Algorithms for calculating the next step of the pursuer and estimating the time when the pursuer reaches the
goal. Figure 1 shows the algorithm of the function for calculating the next step and the speed vector of the pursuer.

Start

C

D

calculations u

Accessing the library of control vector

v

t

pursuer

Input of current coordinates of pursuer P, vector of the current speed of
¥, , permissible angular rotation of pursuer wp, control vector i,
discrete time interval Ar.

A

A

Translation to local coordinate system. Abscissa is vector u . Start is at the
location of pursuer P. Speed vector of pursuer 17,,
angle o between velocity direction ¥, and control vector # (abscissa of the local

coordinate system) is calculated.

. In the local coordinate system,

1 0
*7 A > ¢
U‘nuw =0- wt" ! ‘At m“ —
— — cos\a
Vﬁmu :‘I/;"||: . ( . )} — cos am.n
SIn ((lmr ) .'iic W sin am“
R}"”. - + I/"j’f-’“' - A[ ;D-n + Hew )
Translation of values P_.¥, into the Translation of values Rw ,VIM into the

m w2 thew

traditional coordinate system.

traditional coordinate system.

http://vestnik-donstu.ru

194

v

End

C

D

Fig. 1. Flowchart for calculating phase coordinates of the pursuer in the next step
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Figure 2 shows an algorithm for calculating the time and distance of the pursuer reaching the goal. Variable ¢ is the
threshold value of the distance from the pursuer to the target, at which the goal is considered to have been achieved.

Cor

A 4

Calculating the distance between pursuer Entering the initial phase coordinates
and target AS,i=0. of pursuer and target.

A

0 .
Nir =t 4}< End )

1 Reference to function of
calculating phase
coordinates of pursuer.

A 4

Calculating the distance between pursuer and
target AS,i=i+1.

Entering current phase
coordinates of target.

A 4

Fig. 2. Flowchart of the function for calculating the time and distance of reaching the goal by the pursuer

If the target moves along a predetermined trajectory, then the algorithm shown in Figure 2 can give an estimate of
time t;; for the i-th pursuer to reach the j-th goal. In this case, the output parameter of the function can be the number of
iterations of the pursuit process Ni.. Number of iterations Nij: — output parameter of the function for calculating the time
and distance of reaching the goal by the pursuer.

If the goal replies to avoid achievement, you should evaluate the time differently. It is necessary to build predicted
trajectories as composite segments of straight lines, arcs of circles, square and cubic parabolas and other known lines.
This will make it possible not to solve boundary value problems in the calculation cycle.

Formation of a library of control vector calculations. The distribution matrix Wij, where i= 1...N, j=1...M
pursuers by goals is built on each discrete time interval. In each cell of matrix W¥;; , information about the method

of persecution is stored. It is based on the reference to the library of functions for calculating control vectors u
(Fig. 3-11).

Information Technology, Computer Science and Management

Fig. 3. Pursuit method on the plane and in space: U, = . Here, T, — target position point,

|3i — point of the pursuer's position [14]
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[K-P|

K — point on the Apollonius circle. It is uniquely determined by points P, T and target velocity vector \7T [15]

Fig. 4. Method of parallel approach on the plane: G = . T — target position point, P — point of the pursuer's position,

[K-P|

Fig. 5. Method of parallel approach in space: U = , T — target position point, P — point of the pursuer's position, K — point

on the Apollonius circle. The Apollonius circle lies in plane %,

formed by points P, T and target velocity vector VT[16]. The case is shown when the velocity vector of the pursuer is directed
arbitrarily. As time passes, the velocity vector of the pursuer is directed to a point on the circle of Apollonius.

z=f(x,y).

_ P,- .
Fig. 6. Pursuit method on the plane: U, = —* , Where P — result of the intersection of surface z=f (x,y), planes PP T. and

P.-R
P

| i+l

sphere Si centered at point Pi. Paguyc |\7T | -At . Radius Pi* — orthogonal projection of point Pi onto XY plane.

For unified access to the library, it is necessary to express the control vector [17].
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=F(xy)

_P,-P
Fig. 7. Method of parallel approach on the plane: G, P P| Here, Pix1 — result of the intersection of surface
i1 i
z=f (xy), plane P_,P.,T,., and sphere Sicentered at point Pi. Radius [V |- At .

Point P., — orthogonal projection of point Pi+1 onto XY plane. For unified access to the library, it is necessary to express the

control vector. ®;— one-parameter family of parallel planes [18]

X

.
>

T T -
Fig. 8. Proportional approach method: do =k-—= dp , A@ = arccos |'| s | T ,
dt dt Tl i+l
|Tl|2 |+1 |T i+l
, V, -At-cos| k -arccos T| b 5 =
T T i+ A —
Ae—k-arccos[l L L i J P.= ' O = %
2:[T][T. , AL . IP..—Pl S
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Fig. 9. Three-point approach method: (P P') (V' At) U= =
Pi+1:(l_r)'Q+T'Ti+1 P P||

The method is convenient if the target is moving along a ballistic trajectory.
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Fig. 10. Modification of the parallel approach method on the plane. A network of parallel lines is being built
f..(s)=f (s)+T,, —T ,wheres—arc length of the line, Ti— array of reference points of the target trajectory. Solving the

equation (f,_,(s)—P)" =(V, -At)" with respect to parameter s provides finding value s*, which corresponds P, = f,, (s)

0, = ——=L Family fi(s) can have lines of any configuration [19].

Fig. 11. Modification of the parallel approach method on the plane. Network fi(s) is built, where s — arc length of the line,
Ti — array of reference points of the target trajectory. The condition is fulfilled that the end of line fi(s) passes through point Ti and

point Pi is an incident on line fi(s), i.e., it is used as a pattern. Solving the equation (f,.,(s)~P)" =(V, -At)" with respect to
Pi+1 N

parameter s provides finding value s*, which corresponds P, = f, , (s) U= BN .
i1 i

Family fi(s) can have lines of any configuration [20].

Thus, the library of calculations of control vectors contains methods of pursuit on the plane, in space, and on the
surface. Parallel approach methods are calculated on the plane, in space, and on the surface. Proportional approximation
methods are calculated on the plane and in space. Three-point methods are calculated on the plane and in space. Modified
pursuit methods are calculated on the plane and in space, when the permissible curvature of the trajectories is used to
control the pursuer. Modified methods of parallel approach are calculated on the plane and in space.
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Modification of the methods of parallel approach and pursuit provide building a network of predicted trajectories that
allow for various boundary conditions. This is illustrated in Figures 3-11. But not all methods of calculating control
vectors are presented in them. It is assumed that this is an open, replenished library of functions.

Case of applying matrix modeling to group pursuit. Consider a case of group pursuit (Fig. 12).

p—
1"5(5)
Fig. 12. Scheme of multiple goal group pursuit

Here, all pursuers achieve the goal using a modified method of parallel approach, which corresponds to Figure 10. In
the pursuit model in Figure 10, the curvature of the trajectory should not be greater than a certain value. Therefore, the
initial radius of curvature of the trajectory increases for pursuers P, and Pszas shown in Figure 12.

Sample Ay, has been formed, in which pursuer P; catches up with Tj. Then there is a primary evaluation of the time of
reaching tij. To estimate time tj;, the following are calculated:

— length of the rectilinear section to the target,

— length of the arc of the mating circle of the permissible radius.

Then maximum value t=Max{t;} is selected. An increase in time tjto ty occurs in this model due to an increase in
radius of the mating circle from value r; to r; +3r; in pursuer P;.

Figure 13 is supplemented with an animated image showing the process of multiple goal group pursuit [21].
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Fig. 13. Schemes of group pursuit phases: a — initial phase; b — final phase

Based on the results of the study, a computer program, which implements an algorithm for group pursuit of several
goals was created and registered [22]. This software solution is called “Parallel Approach on Plane of Group of Pursuers
with Simultaneous Achievement of the Goal”.

Discussion and Conclusions. The methods of pursuit, parallel, proportional and three-point approach were described
and visualized as functions on the plane, on the surface, and in space. In addition, the possibilities of modifying the
method of parallel approach on the plane were shown. With the application of matrix modeling to group pursuit, a scheme
of multiple goal group pursuit was built. The initial and final phases of this process were shown separately. The calculation
of the achievement time made it possible to identify the pursuer who needed the most time to reach the goal from the
sample under consideration.

Thus, it is assumed that the matrix of the distribution of pursuers by goals is generated at each moment of time. Goals
and pursuers may disappear, new ones may appear. This matrix can also be used by the party representing the targets who
evades prosecution. The results of the scientific research described in the article allow us to form the principles of
automated distribution of pursuers by goals based on the selected target function. Algorithms for modifying the
trajectories of pursuers to achieve goals simultaneously or according to a set schedule were proposed. The issues of
forming a library of pursuit methods were also considered. The method of forming a matrix of the distribution of pursuers
by goals can be in demand when designing virtual reality systems for game tasks in which the process of group pursuit,
escape and evasion is simulated.
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Abstract
Introduction. The challenges of placing virtual objects in a real-world environment limit the potential of augmented

reality (AR) technology. This situation identifies a gap in scientific knowledge that requires additional research.
Therefore, the main task of this study was to develop a method for optimal placement of virtual objects, in which the
objective function of comfort was minimized. This approach is aimed at improving AR systems and developing the
corresponding theory.

Materials and Methods. The conducted research was based on the analysis of the placement of virtual objects in AR/VR
applications with particular emphasis on optimization. The concept of comfort of placement was proposed, taking into
account the size of the object and the distance to the boundaries of free space in X, Y, Z coordinates.

Results. As part of the study, formulas were obtained for the optimal placement of objects with an arbitrary comfort
function. The basic criterion was to minimize the difference between comfort levels from different sides of the object. It
was found that a successful placement of objects required taking into account their size and comfort zones, as well as
solving a system of n linear equations.

Discussion and Conclusion. The results obtained make an important contribution to the study of the problem of placing
virtual objects in AR/VR/MR. They open up new opportunities for improving user interaction and conducting further
research in the field of spatial computing. Possible directions for further development are dynamic adjustments and
integration of the results into various XR scenarios.

Keywords: augmented reality, virtual objects, physical space, optimal placement, mathematical model, equations
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Hayunas cmamos

Pa3meneHue HeCKOJbLKUX BUPTYAJIbHBIX 00bEKTOB B (DM3UYECKOM
NPOCTPAHCTBE B IPUJIOKEHHUSX JOMOJIHEHHOMH peajbHOCTH

M.B. AanaroBa'~ <, 10.B. Pyasik
MoOCKOBCKMI NOJUTEXHUUECKUN YHUBEPCUTET, I'. MockBa, Poccuiickas ®enepanus
>4 m.v.alpatova@yandex.ru

AHHOTAIIMA

Beeoenue. TlpoGiembl, CBs3aHHBIE C pa3MEILICHHEM BUPTYaJIbHBIX OOBEKTOB B pEalbHOI cpene, CyLIIEeCTBEHHO
OTPaHMYMBAIOT BO3MOYKHOCTH TEXHOJIOTHH IOIMONHEHHOW peaidpHOCTH (AR). Takas cuTyarus BBIABISIET MpoOeN B
HaY4YHBIX 3HAHUSX, TPEOYIONMINHA TOTOIHUTEIHHOTO HccienoBanus. [1oaToMy OCHOBHOM 3a/1aueil JaHHOTO HUCCIIEI0BaHNS
SBAIACh pa3pabOTKa METOJa ONTHMAIBHOTO pPAa3MEIIEHHS BHPTYaJdbHBIX OOBEKTOB, NPH KOTOPOM IPOUCXOIMT
MUHUMH3AIUS eNeBord QyHKIMKA KoMpopTHOCTH. Takoil moaxo] HampaBiieH Ha yCOBEpUICHCTBOBaHHE cucTteM AR u
pa3BUTHE COOTBETCTBYIOIIEH TEOPHH.

Mamepuanst u memoOst. [IpoBeIeHHOE UCCIIEI0BAaHNE OCHOBBIBACTCS HA aHAJIM3E Pa3MEICHUS BUPTYaIbHBIX 00BEKTOB B
AR/VR npusnoxeHusx ¢ 0COOBIM aKLEHTOM Ha ONTUMHU3ALUI0. BbIIO MpeaiokeHo MoHITHE KOM(OPTHOCTH pa3MeIeHHs,
YUYHTBIBAIOIIEE Pa3Mepbl 00BEKTa M PACCTOSHUS JI0 TPaHUI] CBOOOTHOTO MPOCTPAHCTBA 1Mo KoopauHatam X, Y, Z.
Pesynomamur uccnedoganus. B pamxax ucciaenoBaHHs ObUIM MONTy4YeHB! (OPMYJNB! OIS ONTHMAIBHOIO Pa3MEILCHUS
00BEKTOB C MPOU3BOJIbHO (yHKIHEH KOMPOPTHOCTH. OCHOBHBIM KPUTEPHEM SBJISIETCSI MUHUMH3ALMS PA3HULIBI MEKIY
YPOBHSIMH KOM(OPTHOCTH C pa3HBIX CTOPOH 00beKTa. BbUIO BBISBICHO, YTO YCIIEIIHOE Pa3MEIIeHne 0OBEKTOB TpeOyeT
ydeTa X pa3sMepoB M 30H KOM(GOPTHOCTH, a TAKXKE PEIICHHS CHCTEMBI U3 N JIMHEHHBIX YpaBHEHHH.

Oécyracoenue u 3axniouenue. IlomydeHHBIC PE3yNBTATHl INPEACTABIIOT COOOM BaKHBIM BKIAX B HCCICHOBAHUE
po0JIeMBbl pa3MelIeHs BUPTyaabHbIX 00beKTOB B AR/VR/MR. OHH OTKPBIBalOT HOBBIE BO3MOXKHOCTH JUTS YITy4IICHHS
B3aUMOJCHCTBUS C TIOJNB30BATENIIMH W TIPOBENCHMS MAANBHEHWIINX HCCICIOBAaHWKH B OOJACTH MPOCTPAHCTBECHHBIX
BhIYMCIICHUM. BO3MOXKHBIMHU HalpaBJICHUAMU IJIA naﬂbﬁeﬁmero Pa3BUTHUA ABJIAIOTCA TMHAMHUYCCKUE KOPPEKTUPOBKU U
HHTErpanys NoJay4eHHBIX PE3YJbTAaTOB B pa3inuHbie XR-creHapuu.

KiaioueBble cjioBa: JAOTIOJIHEHHAsA pe€ajibHOCTb, BUPTYaJIbHBIC 06'beKTI>I, (1)H3I/I‘ICCKOC MMPOCTPAHCTBO, PAllMOHAJIBHOC
pasMEIICHUE, MATEMATUICCKad MOJCIIb, YPAaBHCHUA

BJiiarogapHocTH: TaHHOE KCCIIE0BAHUE OCYIICCTBICHO Oyaroaapst puHaAHCOBO#H nomaepxke PODU B pamkax HAyqIHOTO
mpoekTa Ne 21-510-07004. BreipakxaeM IpU3HATEIHHOCTh KOJUIETaM, YYaCTBYIOIIMM B JaHHOM TPaHTE, 32 UX [ICHHBIH
BKJa] B paboTy. Kpome Toro, XoTiM 1odiiaro/1apiuth pejakinoHHYI0 KOMaH Ty KypHalla U PELeH3eHTa 32 KOMIIETEHTHYTO
9KCTIEPTU3Y U LICHHBIC PEKOMEHIAINH 1O YITyUYIIEHHUIO CTAThH.

s nurupoBanus. AnmaroBa M.B., Pynsak 10.B. Pa3memnierrne HECKOIBKUX BUPTYaJbHBIX OOBEKTOB B (YU3HIECKOM
MPOCTPAaHCTBE B MNPHJIOKEHHUSX JOMOJdHEHHOW peansHocTH. Advanced Engineering Research (Rostov-on-Don).
2023;23(2):203-211. https://doi.org/10.23947/2687-1653-2023-23-2-203-211

Introduction. Rapid development of augmented reality (AR) technology opens up new opportunities in various
fields — from entertainment to education and industrial applications [1, 2]. However, despite considerable achievements,
there are numerous problems that need to be solved, specifically, in the context of placing several virtual objects in a real-
world environment. One of such problems is the optimal placement of virtual objects in augmented reality applications
to provide for optimal and comfortable user experience [3-5].

This problem arose in connection with the need for the device to understand physical space. For effective placement
of virtual objects in the real world, the application should be able to correctly interpret the material environment in which
the user is located applying sensors and cameras of mobile devices [6].

This article presents a new approach to determining the optimal placement of virtual objects in physical space. This
problem has some similarities with another close topic of generative contextual scene augmentation (CSA), where the
key goal is to create a harmonious and convenient interaction between virtual and physical objects [7, 8]. However, the
approach proposed by the authors differs from the one mentioned, since it focuses on determining the optimal distance
between objects using a monotone comfort function, while CSA takes into account the semantics of the scene, the context
and the meaning of virtual objects.

Existing approaches to solving the problem of rational location of virtual objects are usually limited by assumptions
about the form of the comfort function, and they do not always guarantee the optimality of the solution. This article
proposes a new approach that is significantly different from those currently used. This makes it more flexible to find a
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rational arrangement of virtual objects and provides a universal solution for various scenarios and conditions. The term
“optimal placement” is used for the following reasons: firstly, the final choice in the proposed recommendations is still
at the discretion of the user; secondly, despite the fact that in the context of this work, the task of minimizing the objective
function is solved, it contains elements of fuzzy sets.

Within the framework of this work, the concept of optimal placement of a set of virtual objects in a one-dimensional
physical space is introduced. A model has been developed that allows solving the problem of optimal placement of a set
of objects and results, regardless of the choice of the type of comfort function, in a system of linear equations for
determining the optimal distances between objects. As an example, the solution to the problem for the case with two
virtual objects is given.

The objective of this article is to propose and demonstrate a new approach to determining the optimal placement of
virtual objects in physical space, to establish its applicability and efficiency. Mathematical formulations and methods for
solving the optimal placement problem are presented, as well as examples of practical application of the results obtained.
This will show new opportunities for improving the interaction between virtual and physical objects, as well as contribute
to the development of the theory and practice of augmented reality.

Thus, this article is aimed at deepening the understanding of the problem of optimal placement of virtual objects in
physical space and offering a new approach to its solution. The results of the study can be used to create more efficient
and user-friendly virtual reality systems, as well as for further development of theory in this area.

Materials and Methods. Placing virtual objects in a real physical space is a task that arises in almost every AR/VR
application. For all its simplicity, it can create challenges in case of insufficient attention to the issue of optimizing the
placement of such objects, up to the complete refusal of a large number of potential users to work with the mentioned
applications. The optimization problem is most acute when it is required to place several virtual objects at once in a given
physical space. At the same time, even in the case of placing only one object, only recently the concept of “comfort” of
its placement was formulated and a corresponding model was proposed [9], consisting of the following.

An object embedded in a three-dimensional physical area is presented as a rectangular parallelepiped with
characteristic dimensions: | — length; d — width; h — height. At the same time, for each of X, Z, Y coordinates, the
following concept of placement comfort is introduced. It is clear that the size of the free space should not be less than the
size of the object, but, in addition, for each coordinate, the concept of comfortable distances from the object to the
boundary of free space is introduced. For example, for X coordinate, we introduce the concept of comfortable distance on
the left — D_ and right — D, and, respectively, left and right comfort — K_ and K, . Denote the distances to the left

and right of the object to the boundary of free space X_and X,.We assume that K_ =1, if X_>D_ and decreases to 0

when approaching zero. For example, for simplicity, let us take linear dependences K_ (X_/D_) and K, (X+/D+) :

X
—, X <D,

K =¢{D._ ) Q)
1L, X =D

Dependence K, (X+/D+) is similar (1). In exactly the same way, we introduce the concept of comfort on one side

and on the other for Z and Y coordinates.
If the size of the free space horizontallyis L>D_+1+ D, , then the problem of comfortable placement (K_ =K, =1)

does not arise; and all problems appear when 1 <L <D_+I+D,. In this case, the concept of comfort of the object

placement is introduced, when comfort on the one hand is not obtained at the expense of comfort on the other hand. We
introduce the target function of comfort:

K, =(K_-K,)". @)
By optimal placement, we will understand such placement, in which minimum K, is achieved. Obviously, this
happens if K_=K,.
As it was shown in [9], if dependences K_ (Xf/Df) and K, (X+/D+) are linear, the minimum of the target function
(2) corresponding to the optimal placement of the object is attained at the following values X_and X, :
D

X =(Nee
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D+
D +D,
Formulas (3) are simple and convenient for optimal placement of a single virtual object. As noted in [9], their
disadvantage is that they were derived for the case of linear (1) comfort functions K_(X_/D_) and K, (X, /D, ). We

X, =L-X_-l=(L-I)

+

©)

show that they are always valid if functions K_ (Xf/Df) and K, (X+/D+) are the same function k(x), satisfying the
condition that it increases monotonically for 0< x <1, and is equal to 1 at x >1. The type of such function
K_(X_/D_)=k(x) is shown in Figure 1.

1.0

Comfort criterion K-
o
ol

0 0,5 1.0 15
Distance normalized to the comfort zoneX- / D-

1-x*,0<x<1

Fig. 1. Comfort function dependence K(x) =
1 x>1

Figures 2 and 3 present additionally two more functions — cubic and linear, demonstrating similar described behavior.

1,2

1.0 /__

Comfort criterion K-
o o o
Ea ()] [o0]

o
[N

-

01 02 03 04 0506 07 08 09 10 11 12 13 1,4
Distance normalized to the comfort zone X- / D-

x2,0<x<1

Fig. 2. Comfort function dependence K(X) =
1 x>1
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1,2

1,0

N\

Comfort criterion K-
o o
SN o

//

o
N

o |
0o 0102 03040506 070809 101112 13 14
Distance normalized to the comfort zone X- / D-

X, 0<x<1

Fig. 3. Comfort function dependence k(x) =
1, x>1

Indeed, suppose we need to embed an object of size | with comfortable distances on the left D_ and right D, into the
space bounded by size L, and conditions | <L <D +1+D, are met. Then, if one-sided comforts are presentable in the
form K_(X_/D_)=k(x ), K,(X,/D,)=k(x,), where x =X_/D_, x, =X, /D, , and dependence k(x) satisfies the
above conditions, then, from the minimum condition of the objective function (2) we obtain:

K_=K,=k(X_/D.)=k(X,/D,).

For the given nonlinear comfort function k(x), the resulting equation can be solved numerically by one of the known
methods. However, since one-sided comforts are described by self-similar function k(x), from equation
k(X_/D_)=k(X,/D,), we obtain relation X /D =X,/D,, from which, taking into account equality

L=X_+I1+X,, equations follow (3).

Thus, it is shown that simple and rather convenient equalities (3), which provide embedding an object with optimal
comfort, are valid for any one-sided comfort function k(x).

Research Results. In a real situation, there is a need to place several objects at once. In this case, it makes no sense
to solve sequentially the problems of optimal placement of the first object, then the second, third, etc., since when placing
the next object, a need arises to shift previously installed objects so that the placement is optimal for the totality of all

objects. If condition L<2nll(‘) is met, the objects in principle do not fit in the free space of length L. If
i=1

L> i(DQ) +10) + Df) ) then the objects can be placed so that they do not interfere with each other. In reality, the problem

i=1

of optimal placement arises if the following conditions are met:

Y1V <L< (D104 D0) 4
i=1 i=1
In this case, we introduce the target function:
Ky = K&+ KP4+ 4K, (5)

where Kgi) — comfort of the i-th object determined by formula (2). Here, when there are two consecutive objects with
numbers i and i+1, then their neighborhood will be comfortable if the distance between them is not less than Df) + D)

, which corresponds to the new comfortable distances D" = DG+ = DY) + D(+3) | i=1,2,...,(n-1) since a comfortable

distance to the wall is one thing, and to another object, from where something can be pushed, is quite another. The rational
arrangement of embedded objects is determined by the minimum of the target function (5).
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The minimum of the target function (5), taking into account (2), gives us a system of n equations:

KV =0, KP=0; .., K" =0. (6)

From (6), it follows:
Kfi) _ Kfi); i=123,..,n. ()

The system of equations (7) can be written in the following form:

® 2
25 =K = |
DE) DJ(r)
(i) (i+1)
k(%}:k(%} i=23..(n-1),

L—»n (xf‘>+|“)) (8)

B

+

x
I/
O X
3"z
~
I
=~
D
N

That is, we have obtained n equations with respect to n unknowns X®, X@ ... X™ where X® — distance of the first
object from the left edge of the embedding area, X, i =2,3,...,n — distance between objects with numbers i and (i-1).

Since function k(x) is monotonic, system (8) is reduced to a linear system of equations, which does not depend on the
type of the comfort function itself k(x).

Xil) ~ XEZ)
DEl) - Ijil) !
XEI) Ei+l)
5" B0
(e () ()
X L—__l(Xf +10)
S 50 : 9)

- +

System (9) can be solved by one of the known methods. However, due to the fact that the matrix of system (9) is
highly sparse, the solution to the system can be found quite simply. For example, in the first (n-1) equations, it is possible
to express X(+) by X in each i-th equation, then, substituting this into the last equation, to obtain a linear equation

with respect to X® . After that, moving from the first equation to (n-1)-th, we can consistently find X@,X® .., X0,

In the case of placing two virtual objects, n=2, system (9) takes the following form:

Xfl) XEZ)
R
xEZ) L_xfl)_xfz)_|(1)_|(2)
5 = — : (10)
DS ) p®
From system (10), we find:
_10_1@2Y\p@p®
0 (L-19 -1} 5Dt
- (5(2>+D2)|5(1)+D<1)|5<2)’
. B e N 1
(,__|(1>_|(z>)[3<2>5<1> D
X @ = -

(5(2) i D2) BY 4 pYp®@ -’
where Xfl) — distance between the first object and the left edge of space; sz) — distance between the right edge of the

first object and the left edge of the second object.
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Consider example (12) when:

L =100, I =40, 1” =30, DY =10,D" =5,D? =11, D" =13 . (12)
Since conditions (13) are met, then:
1941 < L<1® 41?4 DY 4+ DY 4+ D + DY (13)

For optimal arrangement of two objects, we can use expressions (11), which give regardless of the form k(x) in this
case XY ~7.692; X'? ~12.308; K{! = K{?) =0. Here, the value of one-sided comfort depends on the type k(x). For

linear dependence k(x), shown in Figure 3, KY =K" =K® =K® ~0.769. If dependence k(x) corresponds to

Figure 1, we get the comfort value K = K = K® = K® ~ 0.973. Thus, the paper introduces the concept of optimal

placement of a set of virtual objects in physical space. A model has been developed that provides solving the problem
of optimal placement of a set of objects. It is shown that the solution to this problem does not depend on the type of
monotone comfort function.

Discussion and Conclusion. The theoretical aspect of the important issue of optimal placement of a set of virtual
objects in physical space (the problem often encountered in augmented reality applications) was considered. By
proposing a new mathematical model and including fuzzy logic, we laid the foundation for an algorithm that could
potentially help users find a rational and convenient location of virtual objects in their real environment.

The foundations laid in this study show that the proposed model effectively solves the problems associated with
the placement of a set of virtual objects in a given physical space. By analyzing virtual planes and taking into
account the distances between virtual objects and the edges of these virtual planes, our method provides optimal
placement considering the linear dimensions of virtual objects and the comfort zone around them.

The results obtained contribute to the current development of augmented and mixed reality applications,
providing a theoretical solution to the problem of optimal placement, which, in turn, can improve user interaction
and overall satisfaction with the tools of the technology under discussion. Moreover, the possible applications of
this research go beyond AR applications, they open up new avenues for research in the related fields, such as virtual
reality, mixed reality, and spatial computing.

Considering the results of this study, future developments may be aimed at verifying the algorithm through
empirical testing, enabling dynamic real-time adjustments based on user behavior, and exploring the integration of
our approach into various XR application scenarios. As the area of augmented reality continues to evolve, we expect
that our research will make a significant contribution to the development of the technology, inspiring its wide
dissemination and further enriching the user experience.
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Abstract

Introduction. In the field of computational mathematics, there are many ways to approximate the model of fluid
mechanics. Methods and estimates of approximation quality criteria, such as stability and convergence, are developed,
while a combination of approaches to constructing economical difference schemes, such as splitting by physical
processes, regularization by B. N. Chetverushkin, a linear combination of the Upwind and Standard Leapfrog
difference schemes in aggregate has not been implemented and evaluated before. The authors were faced with the task
of approximating each part of the hydrodynamic model split by physical processes with the most adequate scheme and
further investigating the correctness of this approach.

Materials and Methods. The mathematical model of hydrophysical processes is closed by the empirical equation of
the state of salt water. Significant properties were selected, a mathematical model was built. Difference operators
approximated differential operators. An algorithm for layer-by-layer modeling of transients was constructed. The
algorithm has been implemented in the form of the program, which mainly contains elementwise (massively-parallel)
operations.

Results. Mathematical models of hydrodynamic processes in reservoirs were obtained, taking into account three
equations of motion in the presence of a density gradient of the agueous medium when hydrostatic approximation was
abandoned. A new method of calculating the pressure field using B.N. Chetverushkin’s regularizers in the continuity
equation was tested. A software module for numerical simulation of hydrophysical processes of water movement with
different salinity and density was developed. This is open-source software that provides not only the redefinition of
empirical dependences (as algebraic functions), but also the connection of external simulating modules to display
dependences algorithmically.

Discussion and Conclusion. The developed model of hydrophysics, taking into account the properties of salt water
and the dynamic relationship of the mechanical movement of water with salinity, can be used to study the formation
of a nonequilibrium distribution of parameters and identify the most stable parameters of the aquatic environment. The
model explains the downward movement of oxygen. That will help in the future to estimate the values of the parameters
of the aquatic environment, which are difficult to measure directly. It can be used in the procedure of parametric
identification of hard-to-measure parameters of the aquatic environment.

Keywords: mathematical model, stratification, seawater dynamics model, quasi-hydrodynamic model, cell occupancy
method, central difference scheme, sweep method, FTCS scheme, Upwind Leapfrog, Standard Leapfrog
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AHHOTALUA

Beeodenue. B o0nacTi BBIYMCIUTEIBHON MAaTEeMAaTHKH HM3BECTHO MHOXECTBO CHOCOOOB ANIPOKCHMAIMH MOJEIH
MEXaHHUKH JKUAKOCTH. YUEHBIMH BBIPAOOTaHBI METOMBI U OLEHKH KPUTEPUEB KAueCTBa ANMPOKCHMAINH, TaKUX Kak
YCTOHYMBOCTh M CXOAMMOCTH. KOMOMHAIMS TOAXOJOB MOCTPOEHHS 3KOHOMHYHBIX Pa3HOCTHBIX CXEM, TaKHX Kak
pacuieryicHie Mo (U3MYECKHUM Tmpoleccam, peryinspusanus no b.H. UeTBepymikuHy, IuHEHHas KOMOWHAIUsS
Pa3HOCTHOM CXeMBI «Kabape» M «KpecT» B COBOKYIHOCTH paHee HE peall30BhIBAJIaCh M HE OoleHHBanack. [lepen
aBTOpaMHM CTOsUIa 3a/lauya amnmpoOKCUMHPOBATh KKAYIO YacTh PacIIEIUIEHHOHN Mo (U3WYECKUM IMpOLeccaM MOJCIH
THIPOMHAMUKH HanboJjiee aleKBaTHOW CXEMOM U Jlaliee UCCIIeJ0BaTh KOPPEKTHOCTh JAHHOTO MOJIX0/a.
Mamepuanet u memoosl. MaremaTndeckas MOJENb THIPOGUINIECKUX IPOIECCOB 3aMBIKACTCS 3MITUPUIECKAM
YpaBHCHHEM COCTOSHHS COJICHOW BOJIBI. BpIOmMparoTcs 3HauMMbIC CBOICTBA, CTPOMTCS MaTeMaTH4ecKas MOMEIb.
PazHOCTHBIE OmEpPaTOPH ANMPOKCUMHPYIOT IuddepeHnnanbabie oneparopel. CTPOUTCS aNrOPUTM IOCIOHHOTO
MOJEIUPOBAaHUSA IEPEXOAHBIX IPOLECCOB. AITOPUTM pEANU30BaH B BHIE NPOTPaMMBI, KOTOPas, B OCHOBHOM,
COJICPKUT MO3JIEMEHTHBIE (MACCHBHO IapaJulebHbIE) ONEepPaLiH.

Pe3ynemamut uccnedosanus. 1lonydeHsl MaTeMaTHYE€CKHE MOJETH THAPOIWHAMHYECKHX ITPOLIECCOB B BOJOEMAX,
YYHUTBHIBAIOIIME TPH YPaBHEHWS JBIKCHHS NPU HAIWYHHM TPaJAMEHTa IUIOTHOCTH BOJHOM Cpeapl IpHU OTKa3e OT
THJPOCTATHYECKOr0 NPUOIIKEHHs. ANPOOMPOBAH HOBBIA CIIOCOO BBIYMCIICHUS IOJISI JIABJICHUS C IPUMEHEHHEM
perymspuzatopoB 1o b. H. UeTBepymkuHy B YpaBHEHMM HEpa3phIBHOCTH. Pa3paboTaH mporpaMMHBIN MOIyJb
YHCICHHOTO MOJCIUPOBaHNS TUAPOPU3MUECKUX MPOIECCOB JBIKEHHUS BOABI C Pa3iIMYHONH COJNEHOCTHIO H
IUIOTHOCTBI0. DTO OTKPBITOE MPOTrpaMMHOE 00ecieueHHe, JOITyCKalolIee He TOIBKO IepeonpeeIeHne SMIMPHIECKIX
3aBHCUMOCTEH (Kak anreOpandeckux (QYHKIOUI), HO ¥ TOIKIIOYCHHWE BHEIIHUX MOJCIMPYIOIINX MOIYNIEH JuIs
0TOOpaKeHHS 3aBUCUMOCTEN allrOPUTMHUYECKH.

Obcyscoenue u 3axntouenue. PazpaboTaHHas MOIenb THAPOPUINKH, YUHTHIBAIOIIAsS CBOMCTBAa CONEHOW BOIBI H
JTUHAMHYECKYIO CBSI3b MEXAaHHYECKOTO IBI)KEHHS BOABI C COJNEHOCTBIO, MOET MPUMEHATHCA AN H3yYCHHUS
(hopMHpOBaHUS HEPABHOBECHOTO pacIipeielieHHs IapaMeTpOB U HACHTH()HUKALNY Hanboee CTaOMIbHBIX TapaMeTpoB
BOAHON cpensl. Mojenb OOBACHSAET HHUCXOJAIIEEe ABMKEHHE KHCIOPOJAa, YTO ITO3BOJHT B OyIylieM OLIEHHBATh
BEIIMYMHBI TapaMeTPOB BOAHOHN Cpenbl, KOTOPHIE CIOKHO HW3MEPUTHh HemocpeacTBeHHo. OHa MoOXXeT OBITh

HCIIOJIb30BaHa B IpOoUEAYypC napaMeIqueCKoi?I I/I,IICHTI/I(bHKaIIPII/I TPYAHOU3MEPACMBIX I[MApaMETPOB BOHHOﬁ Cpeabl.

KamoueBbie ciaoBa: MaTemaTHyeckas MOJENb, CTpaTU(QUKANWsA, MOJETb JTUHAMHKH MOPCKOH  BOIBI,
KBa3UTHIPOJUHAMHYECKAs MOJICNIb, METOJI 3aTIOJHCHHOCTH S4€EK, IICHTPAIBHO -PA3HOCTHASL CXeMa, METO]] IPOTOHKH,
BBIIII, Kabape, Kpecr
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Introduction. One of the critical tasks related to the ecology and life safety of people living in coastal areas is
forecasting and modeling the movement of water in the seas and large regional reservoirs. Moreover, it is important to
study the process of transport of substances dissolved in an aqueous medium, taking into account stratification and the
dependence of water density on many variable factors. Such predictive modeling is likely to make it possible not only
to assess water quality, but also to manage it under conditions of climate change and industrial impacts. A more general
and major goal is to link water quality to the number and species diversity of natural hydrobiocenoses living in the
hydrosphere. When solving these problems, it is necessary to take into account the hydrodynamic characteristics of
the aquatic environment, features of external influencing factors, such as the heterogeneity of temperature distribution,
salinity, oxygen saturation of water, the amount of gases dissolved in water, acidity. These parameters are some key
parameters of the biological activity of the aquatic ecosystem [1].

The water area of the reservoir can also be considered as a transport system that transfers oxygen from the
atmosphere to bottom sediments. However, there are cases of the formation of chemical gradients of large magnitude
at relatively small depth differences — in boundary layers with a relatively small value outside these zones. The reason
for the appearance of such sites with the general stratification of water by density in universal gravity on the one hand,
and the radiation effect of the sun on the water, causing its heating, on the other. These processes can cause a decrease
in the rate of production, destruction and recycling of biogenic elements and bio-organisms until these processes stop,
as well as predetermine the biodiversity of hydrobionts in general and species composition in particular [2].
Temperature stratification affects significantly the distribution of organisms in the water column, the transfer and
deposition of impurities harmful to bio-organisms. An increase in the temperature of surface waters causes a violation
of vertical water exchange and, accordingly, a decrease in aeration of the deep-water zone, a decrease in solubility and
oxygen concentration in water. Stratification by density, temperature and chemical composition limits the convective
rise of biogenic elements, carbon dioxide and products of incomplete oxidation of organic substances entering the
hypolimnion (cold, salty, dense layers of water) as a result of sedimentation of seston into the surface layers of water.
From the beginning of stratification until its end, the surface layer is depleted, and the hypolimnion, on the contrary,
is enriched with these substances. As a result, physico-chemical stratification causes an uneven distribution of a number
of biologically significant substances in depth and is the reason for the self-organization of a complex structure of
ecological niches [3]. Mathematical modeling of mechanical, chemical and biological processes occurring in aquatic
ecosystems is urgent, it is associated with problems of ecology and life safety of the population of coastal territories.

We should name the outstanding scientists who made a significant contribution to the study of hydrology and
oceanology. V.P. Dymnikov was engaged in the study of climate and oceanology, modeling of the atmosphere and
ocean. A.S. Monin and M.Y. Belevich investigated the processes of kinematics of the aquatic environment, turbulence
and microstructure of the ocean. Soviet scientist A.S. Sudolsky studied the dynamics of waters and coastal processes
in various reservoirs in relation to solving the problems of designing, building and operating specific hydraulic
structures, and rational economic use of reservoirs in general [4]. According to V.I. Vernadsky, one of the most
important manifestations of life is the gas exchange of organisms and the environment, mainly respiration processes
based on oxygen consumption [5]. Some outstanding Russian scientists, including S.V. Bruevich, whose works were
devoted to the development of analytical research methods, the formulation of the basics of hydro- and bio-
hydrochemistry, were engaged in the study of hydrobiological processes of reservoirs. G.G. Matishov and V.G.
llyichev actively study the conditions of optimal exploitation of water resources, develop models of transport of
pollutants in water bodies, and investigate the assessment of their impact on the bioresources of the aquatic
environment [6].

To study the influence of these processes of the aquatic environment, a complex of interrelated mathematical
models is being developed. It is based on the use of accurate predictive models and software implementation of
economical numerical methods, which provide detailed investigation of the kinematics of the process, cause -effect
relationships, and the state of the modeling object. The existing methods and means of predictive modeling of the state
of the aquatic environment, taking into account a number of biotic and abiotic factors, including the processes of
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distribution of oxygen, carbon dioxide, salts, are based on general scientific approaches, simplified mathematical
models with low adaptability, lack of modeling of nonlinear dynamic processes characteristic of most aquatic
ecosystems, incorrect setting of the boundaries of the computational domain. In some cases, the studies are accompanied by
a formal definition of boundary conditions, and give rather rough and approximate simulation results.

When modeling the substance transfer process based on the advection-diffusion equations, a good approximation
of advective terms, which are gradients of pressure, mass density and total energy, momentum of motion, is required.
The use of standard difference schemes with large estimates of similarity parameters causes loss of calculation accuracy
due to an increase in the approximation error and increased restrictions on the time step due to the stability condition
of the difference scheme. In the works of A.l. Suhinov, A.E. Chistyakov and others [7, 8], it is shown how to effectively
use a linear combination of the Upwind and Standard Leapfrog difference schemes with the optimal values of weight
coefficients for the approximation of the transport equation. The efficiency of these methods is achieved by
optimization of the approximation error of discrete-continuum model, the exact solution of the mass transfer with
constant speed. Studies have shown that this approach also extends to hydrodynamic models with a variable (sign-
alternating) velocity without the effect of grid viscosity. Another positive quality of such approximations is that they
can be used to simulate complex flow structure, e.g., vortex. Currently, numerous researchers use such a scheme for
the simulation of turbulent flows. Members of leading foreign research organizations, such as Stanford University,
Imperial College London, etc., as well as members of the Institute of Computational Mathematics of the Russian
Academy of Sciences E.M. Volodin, A.V. Glazunov, A.S. Gritsun, N.G. Yakovlev and others [9] published works in
which mathematical modeling of climatic changes, hydrodynamic and atmospheric processes and phenomena are
carried out on the basis of eddy-resolving schemes. The quasi-hydrodynamic approximation of a continuous medium
enables to further reduce the time step requirement and increase the spatial resolution of the model with limited
computer memory. In practice, a small term proportional to the second derivative in time or density is added to the
system of Navier-Stokes and continuity equations. This approach makes it possible to smooth out non-physical
fluctuations in mass density and momentum, as well as total energy, brought along the spatial grid faster than the speed
of sound.

Existing universal application software packages (e.g., “Mars3d” software package, Ecointegrator, CHARISMA
software package, SALMO complex, CHTDM, CARDINAL software package, packages for modeling various
processes of aerohydrodynamics, PHOENICS, FLUENT, GAS DYNAMICS TOOL software packages) do not take
into account some properties of the simulated complex systems, thus reducing the accuracy and efficiency of modeling.
These properties include spatial heterogeneity of the aquatic environment motion, vortex structures of currents.
Mathematical models and algorithms for their numerical implementation do not take into account the probability of a
significant change in the depth and density of the aquatic environment, which can cause instability of the numerical
solutions obtained. For this reason, such specialized software packages can be used to simulate a limited variety of
hydrophysical processes of water systems. Most of the well-known specialized software (ADAM, CAL3QHC, Chensi,
TASCflow, ISC-3, PANACHE, REMSAD, UAM-1V, ECOLOGIST, PRISM, VITECON), designed to simulate the
process of spreading pollutants, the interaction of hydrobionts, is mainly focused on uniprocessors, represented mainly
by personal computers. In such systems, only single component modules of these systems (e.g., ECOSIM and
MAQSIP) are scaled to parallel systems. In practice, a small term proportional to the second derivative in time or
density is added to the system of Navier-Stokes equations and continuity. This approach makes it possible to smooth
out non-physical fluctuations in mass density, momentum and total energy brought along the spatial grid faster than
the speed of sound.

Materials and Methods. The success of the development of a mathematical model of hydrophysical and
hydrobiological processes depends on the availability and elaboration of test cases and tasks for investigating steadily
observed phenomena in the seas, such as vertical mixing and redistribution of salinity and oxygen, halocline and
thermocline. To study these phenomena, the paper uses a model of hydrodynamics that takes into account the balance

of mass forces and cross-border flows [1, 2]:
op
—+(V,pv)=o0,
5 H(Vv)

ov 1
Z (v, V)V=—=Vp+b,
at+(v )i s p+
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p%(%j =div(Tv)+(v,pb)+(V,h)+pq,

where pv — flow density; ok /ot — kinetic-energy density rate; de/ot — — self-energy density rate; T — stress
tensor Tn=—pn; b — mass force; h= h(t, x) — heat flux density; g — specific heat inflow due to radiation. Due

to the fact that these phenomena are usually described by a vertical distribution of parameters over depth, it is
reasonable to obtain a simplified model that provides rapid identification of unobservable parameters. We select a
cylindrical region V with bases on the bottom and surface of the water with a cross-sectional area S. We project the
velocities, flows and forces to the vertical direction, assuming that the partial derivatives in x, y of the parameters to
the horizontal direction are equal to zero outside the cylinder, i.e., assume horizontal uniformity of the parameters of
the aqueous medium. Let us write system (1) in a conservative form so that it enables to determine the mass density

(p), mechanical momentum (pv) and total energy density (p(k+8)), k=v2/2. In the cylinder, we allocate

infinitesimal volume and assume that each such volume, which is V, is affected by the reaction force of the support
(bottom of the reservoir), equal to hydrostatic pressure, and a force similar to the friction force caused by the viscosity
of the fluid and momentum transfer, not equal to zero with vertical movements of the fluid.

If we neglect horizontal fluid movements and assume that only vertical movements are essential, and the fact that
the density of the aqueous medium significantly depends on salinity, accept the simplifications and conventions
outlined earlier, then the equations of hydromechanics [1-3] in compact form are presented by a system of partial
differential equations [2]:

@+6(pv):0,
ot OX
a(pv) a(pv2)  op a[ avj
=L 4F/S,F=—pgS——|u—|p=f(T
a x| ox POS oMo ) P =T D
d 0 a(pv) Fv o oT
a[p(a+vzl2)]+&[v(p(a+v2/2))]2— > +?+&(k&)—k(T—TW),T=f(g):g/cv 1)
os  0(vs) a( asj
—+ _— H_ ,
ot OX OX\' OX

where p=f(p,T,s), e=f(p,v,T) — the empirical equation of the state of seawater and the equation, closing the
system by internal energy, respectively; p — total hydrodynamic pressure; p — local density of the aquatic
environment; v — projection of the velocity vector function on the vertical (z axis is directed upwards from the bottom

to the surface); € — volume density of internal energy; p — pressure of the gas enclosed in an elementary volume

between adjacent layers; F — volume density of the generalized force (sum of forces) applied to elementary volumes

of fluid, in addition to pressure; s=s(x,t) — salt concentration; S — cross-sectional area of the cylindrical selected

area in which the most intensive upwelling and salt transport process is assumed; T — absolute water temperature;

T,, — temperature of the water external to the allocated volume; k — thermal conductivity of water;
g=9,8m/s2 — acceleration of gravity; pu — coefficient characterizing the intensity of momentum transfer due to
viscosity.

The boundary conditions characterizing the property of impermeability of fluid through the rock that makes up the
bottom of a water body for system (1) can be written in the form of equalities:
oT 0s
—_—= O, _——
on on
Where n — the normal vector directed inside the computational domain.

_o 9P _
(v,n)=0, P =0, 0. )
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The International Thermodynamic Equation of Seawater [10] defines density p of seawater as a function of salinity

s, temperature T and hydrostatic pressure p, which has the form:
p(s.T,0)

p(s.T, p)Zm’ (3)

where K(s, T, p) — average modulus of elasticity; digit 0 corresponds to one standard atmosphere (101,325 Pa).

Under numerical modeling based on (1) — (3), also in demand as (3), we establish an algebraic relationship of
pressure with density, temperature and salinity. The quadratic equation has two roots:

_ /D +(1-A)p(sT,p)+A Py (5T, p)

12 D, : (4)
Dy =2B-(p(s,T,p)—p, (5T, p))
D =(-4BK,(s,T, p)+ A2 -2A+1)-p(s,T, p)2+(8B-K,(s, T, p)—2A2+2A)- p,(s.T, p)- (5)

'p(S’T! p)+(A2 —-4B- KO(S’T! p)) pO(S’Tv p)z’

where A, B, po(s,T, p), Ko(s,T, p) — variable parameters whose relation to temperature, salinity and density is

determined by the standard model of seawater; p(s,T, p):p, where T — water Celsius temperature. The speed of

sound in salt water can be expressed by the formula: ¢(s,T, p)=1/ap/dp.

Suppose that the momentum, salinity and heat of a volume of water, bounded by a cylindrical surface, change only
when the parameters at the boundary of the domain (Dirichlet boundary conditions) change, in particular, the salinity
changes on the surface of the water. The behavior of mechanical parameters — density, momentum — is set by
Neumann conditions and is inaccessible to external influence. Regardless of these assumptions, within the boundary
of the aqueous medium, the system of equations (1) can be written in the vector form of a transfer-reaction model with
a source additive [11, 5]:

_+_=T, 6
ot ox ©)

where T = (O F/S+ty Fv/S+koT/ox2—k(T —Tenv))T — vector characterizing the interaction of the flow with the
surrounding  fluid and the planet; q=(qpvE)" — vector of conservative state variables;
f =(pv p+pv2 V(E+ p)) — vector of flows acting as feedback and closing the balance equation. From the

components of vector f common multiplier can be derived f =v-q.

In practice, to solve the transfer equation of form (6), a difference scheme has proven itself well, whose layered
transition operator is obtained by a linear combination of similar transition operators of the Upwind and Standard
Leapfrog schemes [12-15]. Taking into account the relationship between mass flows and density changes turned out
to be more effective for a quasi-hydrodynamic system regularized according to B.N. Chetverushkin, approximated
according to the FTCS scheme (forward-time central-space).

The discretization of the continuum model will be carried out by the integro-interpolation method on a uniform

grid S=8,xS,S ={x =ih,i=0+n,n-h=L}, S,={ti=jr, j=0+m,m-t=T}, where h — vertical grid step,

i — index of the node (control/final volume in terms of the Godunov method) when numbering in space, T — grid
step in time, j — the number of the time layer. We describe a finite-difference approximation of the model. The

difference schemes used to approximate the first-order balance equations give relatively acceptable results only with
a very small grid step [3], which causes an active consumption of resources of computing devices and developers who
create algorithms and programs that numerically implement them.

The problem of setting boundary conditions and their coordinated assignment at alternating speeds was solved by
the method of filling control cells [7]. Taking into account the maximum occupancy and expressing its functional
dependence on the node number makes it possible to increase the accuracy of approximation of boundary conditions.
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Investigations on the theoretical and experimental selection of approximation methods and schemes led to the
choice of splitting methods [13] and regularization. The continuity equations were regularized by B. N. Chetverushkin.
The given equation was subjected to a difference approximation according to the FTCS scheme. The balance (transfer)
equations of momentum, salinity and total energy were replaced by explicit equations obtained by linear combination
of various approximations of the transfer operator (leapfrog and Upwind Leapfrog) [12, 15]. According to the splitting
method, the transfer of momentum (and velocity), salinity, and total energy was approximated in a fractional step. The
water velocity variation, which determined the intensity of transport and mass flows, was introduced at the second
fractional step by solving the wave equation. Denote p=p,, p=p™°, p=p",v=v 6 ¥=yro ¥=y"l O<oc<l.
In the split form [16], after the introduction of a regularizer into the continuity equation and semi-discretization on
grid S,, approximation of the partial derivative in time by the FTCS scheme, the first two equations of system (1) can

be written as:

AV — pv : o( ov
———+V-(pV) =—p0S(X)——| u—|, 7
—+v-(pv), =-pgS (x) ax(uaxj )
1 f)i_pi R N Pin+1_2Pin+Pin—1 B B
;[T+(PV)XJ— P _(Tj p=f(p.T),c=c(sT,p), (8)
PP ——p,. (9)
T

Equations (7) and (9) are a discrete analogue of the momentum transfer and change model — the second equation
of system (1). Equation (8) predicts a change in the pressure field taking into account the continuity of the flow and
information about internodal (intercellular) and boundary flows. Assuming time constancy at each step of the speed of
sound, equation (8) can be approximated by an implicit time difference scheme and solved by sweeping. It was this
direction in numerical modeling that was selected for the study.

Equation (7) and the fourth equation (1) are approximated on an equidistant grid by an explicit difference
scheme [13]. Summands (8) determining the wave properties during the propagation of the pulse (the right side of the
equation) are approximated by the central differences in space:

k.. pn+t_ n n-1 n+l _ pn+l n+l _ pn+l
00 pl 2p| + pl _[kl,i p|+1 i _k2,i pl i-1 j’

c? 2 h2 h? (10)

where k; — occupancy of the cell to the right of the node with index i; k, — occupancy of the cell to the left of the
node with index i; k, — degree of occupancy of the control area X,_,,, <X <X,,,,, located in the neighborhood of the
node with index i (K, , k; , k, — iindex-dependent variables) [7].

The remaining two summands (8) determine the relationship of the rate of change in density with its flow. (8) includes
the ratio of the rate of change in density to the time interval t, expressed by the difference with a forward shift:

pt-pp
kO,i 12

the mass flow is transferred to the right side (8) and approximated by the central differences:

o(pU S ) - )
0 l (pu) ~ k:Li ((pu)|+l/2 (pu)|) +k2'i ((pu)| (Pu)|-1/2) (11)
T OX . h-t h-t
where Kk, ,k,,k, — degree of occupancy of the areas located in the vicinity of the cells with number i[7];

k, characterizes the occupancy of the area [X ;,%..]; ki — [X, %], kK, — [X4,%].

Balance equations of the mechanical impulse and pressure (9) are approximated by FTCS:

pun+1 _ pu_n+112 p_mil — ph+l p_n+1 _ njil
k PO TP [y P TR 1 12
0,i T 1i Zh 2,i 2h ( )

Let us present the problem of solving the difference approximation of equation (8) in the form of a matrix sweep

problem with a vector variable in time on the right side Ax=F:
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Axi—1+CiXi +Bixi+1 = FI .

The approximation of equation (8), defined on a three-point difference template, in the form of a linear system of

equations Apn+ = f (pn, pn—l,(f)v)'x), solvable with respect to pressure (p), has the form:

!, 1 0
202 he he
1 12 1 0 .
he e e P
: . . . et
1,20 1 Co | e |2 (13)
he o2 he he ot
P
., i 1.2 1 L
h2 c212 h2 h2 N
1 11
0 -— =
he 20 he

- 1 n n-. 1 n n-. '
:(ZCZTZ '<2po_p0 1) c212 (2p| — M l) 2C2‘52.( NP 1)] +
+=((Bo=po)/2 P =P (Pu—py)/2) +
1 s . e - T
+2_‘th((pv)l (pv)i+1_(pv)i—l _(pV)N—l) :

A similar band matrix is obtained during a similar approximation of the other two terms (8).

The model can take into account dynamic changes in the flow at the boundaries and other parameters, such as
temperature, salinity, oxygen content. Therefore, the simulation of water movement must be performed in a time cycle
in layers with the retention of operational information about the parameters on at least two time-adjacent layers of the
solution to the grid equation. The algorithm for calculating hydrodynamic parameters on a two-index grid in space and
time includes:

—building of the projected pulse changing according to the first equation (3);

—approximate calculation of the function of the spatial distribution of pressure as a function of density and
temperature from the previous time layer;

—assessment of the density changes according to the second equation (3);

—calculation of the pressure gradient from the new values of density and temperature, correction of the momentum
distribution according to the third equation (3);

—finding a new distribution of the total energy and temperature according to the approximated third equation of
the system (1).

When algorithmizing the method for solving a system of split equations, the following are introduced :

—binary-numeric masks that predetermine the switching of the difference scheme template with a change in the
sign of the velocity;

—variable shifts of the indices of neighboring nodes, which make it possible to write the solution to equation (12)
for boundary and internal nodes by a single system of computational operations.

Such variable index shifts are used in calculating gradient approximations both in the volume of the continuum
model and at the boundaries with the second order of accuracy according to discrete analogues of equations (7) — (9)
approximated by FTCS and by a linear combination of Leapfrog and Upwind Leapfrog schemes [12-14]:

Qe —aqr N 4A( 9 —a' a-ah |, 9 —art a4t + 9%

+vp + +vp =0,v7 20,
T 3 2t h 3t 3h (14)
n+l _qgn n _qghrt ho—qgn n—qgnl n=q"
q| q| +£ q|+1 q|+1 +Vin q|+1 ql + q| i +Vin qI+l ql*1 — O’Vin < 0,
T 3 2t h 3t 3h

where is characteristic g for transfer of salt (q =s) and momentum gq=pu.

Parameter m is a “switch” of the flow when the sign of the velocity changes in the difference approximations of
the pressure gradients and the mass flow:
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When using such a switch, the approximation of the gradient in solving the transfer problem for momentum and
salinity can be written by the formula:

X
ox

3 h h 3 2h

. Z(m i PPN ' j+1 Q1= (15)

X=X;

The use of the cell occupancy method makes it possible to correctly approximate the boundary conditions when
placing water state parameters in computer memory with an array of numerical values, and variable index shifts enable
to reduce the volume of symbolic recording of the subroutine for performing layer-by-layer iterative changes of state
variables assigned to the nodes of the difference scheme [17].

The matrix equation with a band tridiagonal matrix A (13) is solved by sweeping [18]. For the initial verification
of the software implementation, a simplified model of the state of salt water in the form of P. S. Lineikin’s equation
was used.

Research Results. The simulation was performed on the basis of a software package written in MATLAB.
Debugging was performed using the GNU Octave interpreter. Operation also presupposes the availability of libraries
of this system. The software package consists of 16 functional modules. The selection of this interpreter and the
corresponding language was due to the ability to write and test a program that operates with an array of state variables,

which is a projection of the desired functions p(x,t), v(x,t), &(x,t) on a spatial grid. At this stage of the study, the

authors abstracted from the specifics of performing element-by-element operations on arrays of real numbers.
The software system consists of the interconnected subprograms:

— execution of one step on the transfer equation according to formulas (10);

— calculation of seawater density (unesco_urs);

— calculation of the pressure of seawater located in the gravity field at a given temperature, salinity and density
according to empirical equations of state (rhoTS2P);

— calculation of the speed of sound depending on temperature, salinity and pressure according to the standard and
the updated UNESCO formula (speed_of_sound);

— estimation of the fluid viscosity when its volumes move under the influence of pressure forces at all points of the
spatial grid (ForceOfFriction);

— cyclic variation of state and time variables during vertical movement of salt water (aqua_process);

— initial setting of constant values characterizing the fluid, initial and boundary conditions of its global
hydrophysical equilibrium (start, set_parameters);

— formation of band matrix approximating the equation containing pressure (func5s);

— solution to the matrix equation by the sweep method (run_sweep_shuttle);

— temperature <> total energy conversion (TFromE, EFromT);

— calculation of total energy balance (TotalPower);

— solution to the diffusion-convection-reaction problem, including the approximation of a combination of Leapfrog
and Upwind Leapfrog difference schemes (ADR_solver);

— estimation of gradients and time derivatives with respect to central and directional differences, taking into account
the change in the sign of the velocity and the pattern of the difference scheme (diff123).

The constructed model was used in a test run to estimate the density change under an increase in the salinity of the
surface of the aquatic environment by 1% at the 30th second from the start of the simulation and a maximum depth of
1 km. Density transients in a set of cross-sections (function p(t, X)|xEsl ), spaced from each other, caused by an

instantaneous change in salt concentration, are finite in time (Fig. 1), and the density pulse front is greatly weakened
when moving in space.
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Fig. 1. Graphs of dependence of density on time with a sharp change in salinity on the water surface

Discussion and Conclusion. The presented spatially distributed model does not yet allow predicting a steady
redistribution of density and a change in the salinity gradient in numerical calculations, because it does not take into
account the buoyancy of less salty water and its change during salinization of the upper layers. Mathematics and
software, which greatly simplify the modeling of processes leading to the observed effects of halocline, chemocline
and pycnocline, has been tested and debugged on a variety of test tasks (momentum and salt transport, pressure wave
propagation). For high-precision modeling of the observed physico-chemical phenomena in the seas, it is required to
solve additional tasks of identifying model parameters, taking the data of observations and remote sensing of the Earth
as initial information.
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