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Abstract

Introduction. Vibration interaction control is timely in production processes related to liquid and bulk media, systems of
solids experiencing kinematic or force disturbances. At the same time, there is no single methodological basis for the
formation of vibrational interactions. The issues of constructing optimal vibration fields of technical objects have not
been addressed. The objective of the study is to develop a structural approach to the development of mathematical models
in the problems of formation, evaluation, and correction of vibration fields of technical objects under conditions of intense
force and kinematic loads. The task is to build vibration fields that are optimal in terms of the set of requirements, with
the possibility of selecting the criterion of optimality of the vibration field of a technical object.

Materials and Methods. A structural approach was used as the basic methodology. It was based on a comparison of
mechanical vibratory systems used as computational schemes of technical objects, and structural schemes of automatic
control systems, which are equivalent in dynamic terms. Lagrange formalism, elements of operational calculus based on
Laplace integral transformations, sections of vibration theories, algebraic methods, and the theory of spline functions
were used for structural mathematical modeling.

Results. An approach to the selection of criteria for the optimality of vibration fields based on minimizing the residual of
vibration fields for various required conditions was proposed. The problem was considered within the framework of a
mechanical vibratory system formed by solids. It was shown that the optimal vibration field was determined by an external
disturbance and was to satisfy condition Ay = b. There, 4 — matrix mapping the operator of conditions to the shape of
the vibration field at control points; b — vector of values of vibration field characteristics; “—” above y meant the vibration
amplitude of the steady-state component of the coordinate. To evaluate the field with account for noisy or unreliable
requirements for dynamic characteristics, the smoothing parameter was used, indicating the priority of the criterion of
optimality of the vibration field shape. The construction of a field for a mechanical vibratory system showed that the
value of the vibration amplitudes of generalized coordinates remained constant when the frequency of external kinematic
disturbances changed. Two approaches to the correction of the field optimality criteria were considered: equalization of
the vibration amplitudes of the coordinates of a technical object and the selection of an energy operator.

Discussion and Conclusion. The development of the applied theory of optimal vibration fields involved, firstly, the
correlation of the energy operator and the operator of the requirements for the shape of the vibration field in the theory of
abstract splines. The second pair of comparable elements was the criterion of optimality of the vibration field and a system
of requirements for the characteristics of the field at control points. The structural theory of optimal vibration fields
improved in this way will find application in various industries. Accurate calculations in the formation, assessment, and
correction of the states of systems under vibration loading are required in the tasks of increasing the durability of
structures, improving measurements in complex vibratory systems, and developing new technologies and materials.

Keywords: structural mathematical modeling, mechanical vibratory systems, optimal vibration field, minimizing the
residual of vibration fields

Acknowledgments. The authors would like to thank the Editorial board and the reviewers for their attentive attitude to
the article and for the specified comments that improved the quality of the article.

© Eliseev AV, Kuznetsov NK, 2024

Mechanics


https://doi.org/10.23947/2687-1653-2024-24-1-7-22
mailto:eavsh@ya.ru
https://creativecommons.org/licenses/by/4.0/
https://crossmark.crossref.org/dialog/?doi=https://doi.org/10.23947/2687-1653-2024-24-1-07-22&domain=pdf&date_stamp=2024-02-29
https://orcid.org/0000-0003-0222-2507
https://orcid.org/0000-0002-3083-0182

http://vestnik-donstu.ru

Eliseev AV, et al. Optimal Vibration Fields in Problems of Modeling Dynamic States of Technical Objects

For citation. Eliseev AV, Kuznetsov NK. Optimal Vibration Fields in Problems of Modeling Dynamic States of
Technical Objects. Advanced Engineering Research (Rostov-on-Don). 2024;24(1):7-22. https:/doi.org/10.23947/
2687-1653-2024-24-1-7-22

Hayunas cmamos

OntumMajabHbIe B]/Iﬁpalll/IOHHble oJid B 3aavax MOAC/JIMPOBAHUSA TUHAMHYECCKUX COCTOSTHUM
TeXHHYECKHX 00hLEKTOB

A.B. Eaucees? "' <, H.K. Ky3nenos?
! MpKyTCKuii rocy1apcTBEHHbIN YHUBEPCUTET ITyTel coobuienust, r. Upkyrck, Poccuiickas @enepanust
2 IpKyTCKMH HALMOHAILHBIH HCCIIEN0BATENLCKUI TEXHUIECKMI YHUBEPCUTET, I. UpKkyTck, Poccuiickas ®@enepanus

D4 eavsh@ya.ru

AHHOTAIUSA

Bgeoenue. YnpasneHre BHOPalIOHHBIMH B3aUMOICHCTBHSME aKTyaJbHO B IPOU3BOJICTBEHHBIX MPOLECCAX, CBSI3aHHBIX C
KUAKUMHU U CHIITyYUMH CPEIaMH, CHCTEMaMH TBEPBIX TEJI, HCIBITHIBAIOLIINX KHHEMATHIECKHUE WIIN CUIIOBbIE BO3MYILICHUS.
IIpu 5TOM HET eIUHOM METOMOJIOTHYCCKON OCHOBBI JJIsi (POPMUPOBAHHUS BHOPAIIMOHHBIX B3auMojeicTBuiA. He pereHsr
BOIIPOCHI MIOCTPOCHHS ONTHMAJIbHBIX BUOPAIIMOHHBIX IOJIEH TEXHUUECKNX 00BEKTOB. Llenb mcciemoBaHus — pa3BHTHE
CTPYKTYypHOTO TIOJAXOZa K pa3pabOTKe MaTeMaTHYEeCKHMX Mojeled B 3amadax (POPMHUPOBAHMUS, OLEHKH W KOPPEKIUH
BHOPAIMOHHBIX ITOJIEH TEXHUIECKUX OOBEKTOB B YCIOBHSIX MHTCHCHUBHBIX CHJIOBBIX M KMHEMAaTHUECKHUX HArpy>KCHHUH.
CraButcs 3a/jada IMOCTPOCHUSI BUOPALMOHHBIX TOJIEH, ONTHMAIBHBIX 110 COBOKYITHOCTH TpeOOBaHHi{, ¢ BO3MOXHOCTBIO
BBIOOpa KPUTEPHS ONITHMAILHOCTH BUOPALIIOHHOTO TOJISI TEXHUYECKOTO OOBEKTA.

Mamepuansl u memoost. B xauectBe 0a30BOH METOJOJOTHH HPUMEHSETCS CTPYKTYpHbIH noaxoa. OH OCHOBaH Ha
COTOCTABJICHUH MEXaHUUECKHUX KOJICOATEIbHBIX CHCTEM, HCIIOJIB3YEMBIX KaK PacCUeTHBIE CXEMBbI TEXHHUECKUX 00BEKTOB,
U CTPYKTYpPHBIX CXE€M CHUCTEM aBTOMAaTHYECKOIO YIPaBIEHUs, DKBUBAICHTHBIX B JUHAMUYECKOM OTHOLIEHHMHU. [lnis
CTPYKTYPHOTO MaTe€MaTHYECKOTO MOZAEIMPOBAHUS HMCIONB30BalIu (opMann3Mm Jlarpanika, 3J€MEHTHI ONEPalMOHHOTO
UCYMCJICHUs] Ha OCHOBE HMHTETpalbHBIX NpeoOpasoBanuii Jlammaca, pasgensl Teopuid KojeOaHWil, anreOpanyeckue
METO/Ibl, TEOPHIO CILTaWH-(QYHKIHUI.

Pesynomamur uccnedosanusn. 1Ipeanoxen noaxol K BeIOOPY KPUTEPHEB ONTHMAILHOCTH BHOPAIMOHHBIX MOJICH Ha
OCHOBE MMHHMH3AIMM HEBA3KM BHOPALMOHHBIX TIOJNEH MUl pa3IMdHBIX HEOOXOAMMBIX ycioBud. IIpoGiema
paccMaTrpuBaeTcs B paMKax MEXaHUIEeCKOH KoeOaTeIbHOI CHCTeMBI, 00pa30BaHHOM TBEpIBIMU TedaMH. [lokazaHo, 9To
ONITIMAJIEHOE BHOPAIIMOHHOE TI0JIE OIPEENIeTCS] BHEITHUM BO3MYIIEHHEM M JOJKHO yJIOBIETBOPSTE YCIOBHIO Ay = b.
3nece 4 — marpuia, oToOpaXkaromiasi oIepaTop yclioBruil Ha GopMy BHOpPAIMOHHOTO TOJISI B KOHTPOJIBHBIX TOUYKAX;
b — BexkTop 3HAYCHWI XapaKTEPUCTHK BHOPAIMOHHOTO IIOJNS; «—» Haj Y O3HAYaeT aMIUIMTYJy KoJjeOaHus
YCTaHOBMBIIEIHCS KOMIOHEHTBI KOOPAMHATBHL. Il OLIEHKM MOJS C y4EeTOM 3allyMJIEHHBIX WM HEJOCTOBEPHBIX
TpeOOBaHUI K JMHAMUYECKUM XapaKTEPUCTHKaM HCIIOJB3YeTCs MapamMeTp CriaKHUBaHUs, 0003HAYaIOMINN TPHOPUTET
KpHUTEpUsl ONTHMaJIbHOCTH (opMbl BHOparoHHOro mojs. [loctpoeHue moiyst Ajisi MEXaHWYECKOH KoJieOaTenbHON
CHCTEMBI II0Ka3aJl0, 4TO 3HAa4YE€HHE aMIUTUTY][ KojieOaHHs OOOOLIEHHBIX KOOPIMHAT COXPAHSETCS MOCTOSHHBIM MPHU
WU3MEHEHUHU YacCTOThl BHELIIHMX KMHEMAaTUYECKUX BO3MYLICHMH. PaccMOTpeHbI JBa 1OAX0Na K KOPPEKLUU KPUTEPUEB
ONTUMAJIBHOCTU TOJIA: YpaBHUBAHUE aMIUIUTYIQ KOJ'[C68.HI/II‘/‘I KOOpAUHAT TCEXHHUYCCKOT'O O6T)CKTa u BBI60p
9HEPreTHIECKOro ONeparopa.

Obcyancoenue u 3axkniouenue. PazButre NpUKIAIHON TEOPUH ONTHMAIbHBIX BUOPALMOHHBIX MOJIEH MpEAroIaraeT, Bo-
IIEPBBIX, COMOCTABICHUE OIEpaTopa SHEPIHMUM M Omeparopa TpeboBaHMI K (opMme BHOPAIIOHHOIO IOJS B TEOPUHU
abCTpakTHBIX CIIaiHOB. BTOpas mapa comocTaBisieMbIX 3IEMEHTOB — KPUTEPHI ONTUMAIBHOCTH BUOPAIIIOHHOTO TT0JIS
1 cucteMa TpeOOBaHWI K XapaKTEpUCTUKaM MOJIS B KOHTPOJIBHBIX TOYKAX. YCOBEPIICHCTBOBaHHAs TaKMM 00Opa3oM
CTPYKTYpPHasi TEOPHs ONTUMAJIBHBIX BUOPALIMOHHBIX M0JIeH HalIeT IPUMEHEHHUE B Pa3HbIX OTpacisiX. TOYHBIE pacyeThl B
(hopMHpOBaHUH, OLIEHKE M KOPPEKIIMU COCTOSIHUH CHCTEM IPW BHOPALMOHHOM HAarpy)kKeHHHM HEOOXOIMMBI B 3ajadax
TIOBBIMICHUS IOJITOBEYHOCTH KOHCTPYKIMH, YIIyUYIICHNS! K3MEPEHUH B CIIOKHBIX KOJe0aTebHBIX CHCTEMaX, pa3paboTke
HOBBIX TEXHOJIOTMH U MaTepHaJIOB.

KarwueBble cioBa: CTPYKTYPHOC MATEMATUYECKOC MOJACIUPOBAHNUEC, MEXAHUYCCKUC KoJieOaTeabHbIE CUCTEMBEI,
OIITUMAJIBHOC BI/I6paI_II/IOHHOC I10JIC, MUHHUMHU3AIU HCBA3KHU BI/I6paHI/IOHHLIX rmoJjie

BuiaronapHocTu. ABTOPBI BRIP@XKAIOT 0J1aroIapHOCTh PEAAKIUK U PELICH3eHTaM 32 BHUMATEILHOE OTHOLICHUE K CTAaThe
M YKa3aHHBIC 3aME€YaHUs1, KOTOPBIC MMO3BOJIMUIIN ITOBBICUTH €€ KAY€CTBO.
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Introduction. Features of vibration interactions are taken into account when creating production technologies [1].
The use of vibration methods for the intensification of production processes requires the development of mathematical
modeling of the dynamic states of technical objects under conditions of vibration loading. The scientific and applied
literature studies issues of the theory of vibrations and automatic control, theoretical mechanics, and dynamics of
machines [2]. In particular, in the dynamics of machines, features of vibration interactions are taken into account in two
types of tasks. The first one is the tasks of vibration isolation and vibroprotection [3]. The second includes tasks related
to the assessment, formation, and correction of the states of technical objects under conditions of intense force or
kinematic loads [4]. In the latter case, attention is drawn to the effects of vibrational interactions, which are used in the
following production processes:

— transportation of rocks;

— fractionation of bulk materials;

— hardening of surfaces of long elements of aircraft structures;

— spatial orientation of parts during assembly.

Tasks of vibroprotection are related to solving the problems of railway transport safety. It is referred, specifically, to the
issues of the dynamic state of the suspension elements [5], noise and vibration [6]. The problems of estimating dynamic states
caused by significant loads arise when evaluating the vibration characteristics of a rail track with composite sleepers [7]. Harmful
vibrations propagating in the urban environment from a moving train require control, and in this case, an assessment of complex
dynamic states is also needed [8]. Similar examples are related to tracking the interactions of a wagon trolley with rails [9]. The
dynamic state is formed when the sliding contact of the pantograph head and the contact wire is violated [10]. In this context, it
is worth mentioning the tasks of analyzing the reaction of the rail to vertical impacts from a moving vehicle [11].

Another extensive group of tasks requiring an assessment of the dynamic states of elements is the vibration processes of
production machines [12]. Thus, the dynamic state of vibration screening machines depends on the formation of dynamic states
of several housings, which can be considered as solids, taking into account the nature of elastic linkage between them [13]. An
essential factor determining the dynamic states of production facilities is the vibration frequency [14]. Separately, it is necessary
to mention vibrating transport machines, whose dynamic state determines characteristics of movements [15].

It is worth noting the result of generalization of the tasks of assessment, formation, and correction of dynamic states
of technical objects under conditions of intense loads. This approach has opened up the possibility to clarify the idea of
how the distributions of the amplitudes of vibrations in the coordinates of control points depend on the connectivity of
external disturbances.

Parameters of external vibration disturbances determine the possibilities of implementing dynamic effects that can act
in different directions:

— constitute a danger to the performance of technical facilities;

— increase the process performance.

An example of a negative effect is exceeding the permissible values of the vibration amplitudes. Useful effects include
a significant decrease in the amplitudes of coordinate vibrations and the establishment of a certain amplitude distribution.

In the tasks of vibration hardening of long-length parts, dynamic effects can be understood as the coincidence of the
vibration patterns of the control points of the working bodies of vibrating production machines. This maintains the one-
dimensionality and uniformity of the vibration field, which is consistent with the requirements for the dynamic quality of
the interactions of the working medium and the surface of the hardened part. The required motion mode of the working
body can be expressed using the conditions of equality of the vibration amplitudes of the control points. To study the
concept of a vibrational field, the concept of a dynamic state at a point is generalized — at the same time, a set of points
distributed over a certain variety of points of a solid body or a system of solids is considered [16].

In problems of vibrational interactions, a number of dynamic effects can be displayed using lever, elastic, and
interpartial unilateral constraints. All of them are factors of specific dynamic effects that manifest themselves under the
influence of external disturbances of a special configuration. To determine such configurations of external disturbances
providing dynamic effects, it is proposed to develop a methodological framework that allows building mathematical
models of vibration fields, taking into account the system of requirements for the features of interactions of system
elements. The proposed methodological framework should have:

— an effective mathematical apparatus;

— a tool for visual display of structural features;

— capabilities to build dynamic analogies to generalize the developed methods to a broad class of physical processes.
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Materials and Methods. A structural approach based on a comparison of mechanical vibratory systems and automatic
control systems can serve as a methodological framework [17]. In this case, the mechanical vibratory system is considered
as a design scheme of a technical object. It is compared to the structural scheme of a dynamically equivalent automatic
control system. The established correspondence makes it possible to analyze and evaluate the dynamic characteristics of
technical objects, taking into account the ideas about the steady-state forms of vibrations of a mechanical system based
on the apparatus of the theory of automatic control [18]. The technology of structural mathematical modeling has features
related to the assessment of dynamic states. Transfer functions of structural schemes are used for it. The input signals for
these functions are external disturbances, the output signals are vibrations in the coordinates of the object being evaluated.
Each coordinate of the system can be correlated with an indicator of the amplitude of the steady-state vibration. This
allows us to consider the distribution of amplitudes over the points of the system as a vibration field of a technical object.
The construction of a vibration field, taking into account a number of requirements, belongs to the class of inverse
problems of dynamics, which in general may be incorrect. One of the methods for solving ill-posed problems is related
to the regularization of the initial problem by introducing optimality criteria.

The listed features of the assessment of the dynamic states of technical objects indicate the need to develop a common
approach in the methodology of constructing vibration fields, taking into account the criteria of optimality. At the same
time, the methodology for the formation, evaluation, and correction of vibration fields with specified characteristics is
not sufficiently detailed. Specifically, it is not possible to build vibration fields according to optimality criteria.

The presented research is devoted to the development of the techniques of structural mathematical modeling. For this
purpose, we solve a class of specific problems of constructing vibration fields of technical objects with conditions for
vibration amplitudes that reflect the requirements for dynamic effects and take into account the criteria of optimality.

Basic provisions. Formulation of the problem. A model mechanical vibratory system formed by a set of solids
under conditions of vibrational loading of a kinematic origin is considered. The model system (Fig. 1) has 5 degrees of
freedom, consists of 4 links in the form of solid-state rods with masses M;, moments of inertia J;, centers of gravity at
point O;, spaced from extreme points 4; and A4;+; at distances /i;and /;, where i = 1...4.

Solid bodies in the form of rods are articulated at the extreme points — these are the attachment points of elastic
elements mounted on support surfaces that perform in-phase harmonic vibrations (Fig. 1).
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Fig. 1. Mechanical vibratory system formed by solids 4142, A2 A3, A3 A4, A+ As: A — articulation points of solids;
O: — centers of gravity; z; — support surfaces; J; — moments of inertia

Under the influence of external kinematic disturbances z; from the support surfaces, the system performs small
steady-state vibrations relative to the static equilibrium position. External kinematic disturbances are connected
in-phase vibrations:

Zi = ZgYi. )]

Here, z; — harmonic disturbance of type 4sin(wf), where @ — frequency and y;— connection coefficients of external
disturbances; i = 1...5. In general, the connection coefficients (1) are external disturbances of a certain structure.

The required dynamic effects are provided by a set of model conditions, namely: the vibration amplitudes of the
coordinates of the control points of a technical object take fixed values regardless of the frequency of external disturbances.

The task is to determine for a mechanical vibratory system such external kinematic disturbances that the corresponding
vibration field at the control points satisfies a given set of conditions in the form of fixed vibration amplitudes.

Research Results

Mathematical model. To compile a system of differential equations, the coordinates {yi, y2, y3, ys, ys} of the
displacements of point 4;, i = 1...5 relative to the positions of static equilibrium are studied. The following coordinates
are considered along with coordinates {y;}:

— coordinates {zo1, Zo2, Zo3, Zo4, Zos}, displaying the displacements of the centers of gravity O; of rods relative to the
positions of static equilibrium;

— coordinates {Q1, @2, P3, P4, Ps} of small rotation angles around the centers of gravity.
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Coordinates zo;, ¢;, y; are related by expressions:
zoi = a;yi +biyin
) 2
Qi =ci(yin—yi) @
) ln 1

Here, a; = ,bi = ,Ci = .
ln+1i ln+1in ln+1in

A mathematical model in the form of Lagrange differential equations of the 2nd kind is based on expressions for
potential and kinematic energy. They can be represented in a matrix form using the scalar product (,) vectors in R":

M= (K(5-2).(5-2)), T =2 (Men.Zo) 4 (J6.), ®

here, Zo, § — coordinate derivatives Zo, @ .

kl O J] 0 M] 0
k J M
K= ? J= ? M = ? ,
k3 J3 M3
0 kq 0 Ja 0 My
1 Z]
(] Z01
» ¥4
- ¢2 | Zo2 | . ~
¢ = ,Z0 = Y= V3 |, Z2=| 23
Q3 Z03
Ya Z4
04 Z04
Vs Zs

Vectors Zy € R*, O € R, ye R’ taking into account (2), are interconnected through the following relations:

Zo=Uy, 9 =Vy. “)
ag b1 0 —C1 C1 0
b —
Here, U = @ o V= 2 @
as b —C3 C3
0 aa b4 0 —C4 Ca

In coordinates {y;}, kinetic energy (3) takes the form:
_ l T T A
T—2<(U MU +VJV)3,5). )
Taking into account expressions (2)—(5), Lagrange equations of the 2nd kind take the form:
(UTMU+VTJV)5+K5 = KZ. (6)
It is assumed that the initial conditions are zero. In this case, the integral Laplace transformations lead (6) to a system
of algebraic equations:
(Mop* +K)y =Kz, (7

where Mo =UTMU +VTJV — matrix of the system, sign “~ above vectors y and z denotes the Laplace transformation [19].

Using the methods of [18], algebraic system (7) can be represented as a block diagram of a dynamically equivalent
automatic control system (Fig. 2).

Mechanics
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Fig. 2. Block diagram of mechanical vibratory system (Fig. 1): p=jo, j =\/jl

Transfer functions can be constructed based on a block diagram for a fixed set of connection coefficients y;. They are
determined by the selection of an object, whose dynamic state is estimated by the expressions:

Wip)=2o W p) =22 Wi p) =2 Wa(p) =24 we(p) =22 ®)

Zg Zg Zg Zg Zg

Physically, we consider the amplitude-frequency characteristics of transfer functions (8) as lever connections
representing the ratio of the amplitudes of the coordinate vibrations {y;} to the vibration amplitude of the external
kinematic disturbance {z,}.

Within the framework of the lever interpretation, the positive branches of the amplitude-frequency response display
lever connections of the 1st kind (implemented by double-arm levers). Negative branches represent lever connections of the
2nd kind (implemented by double-arm levers). The modes of resonance and dynamic damping of vibrations display degenerate
lever connections, which can be represented by conditional virtual levers with zero or infinite arms.

The selection of the structure of external kinematic disturbances through setting the connection coefficients {y;}
uniquely determines the amplitudes of system coordinate vibrations. At the same time, the requirements imposed on the
vibration amplitudes may:

— either imply ambiguity of the solution;

— either directly contradict each other;

— or, due to large errors, allow only partial compliance.

In these cases, criteria for the selection of external disturbances, which uniquely determine the vibration field
according to the set of requirements, are needed. The logical approach for this task is based on the fact that external
kinematic disturbances providing the required conditions can be determined by the criterion of optimality of vibration
fields. The principle of this criterion is as follows: the vibration amplitudes of a technical object are selected in such a
way that they deliver a minimum to a certain energy functional [20].

Formation of vibration fields of mechanical vibratory systems based on the optimality criterion. Within the framework
of the model problem, it is assumed that a certain condition is set at points A;1, A;...Ai of vibration field {y;}, i=1...n of the
mechanical vibratory system. It consists in the fact that amplitudes {yi}, k£ = 1...m take fixed values {yoi...von}:

Yik = Yok- 9
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Here, k = 1...m, where m displays the number of points at which conditions for amplitudes are set; in this case, and
further in the text, the sign “—” above y or z means the vibration amplitude of the steady component of the coordinate,
unless otherwise specified. At the remaining points {y;, i = 1...n} / {yu, k = 1...m}, the requirements for the values of the
vibration field are not set.

Needed requirements (9) can be presented in the form:

Ay =b, (10)
where 4 — matrix displaying the condition operator on the shape of the vibration field at the control points; » — vector
of vibration field characteristics values [20].

In general, the conditions for vibration field (10) may be uncertain or incompatible. To rationally account for
incompatible or uncertain requirements for the vibration field, a criterion of its optimality is introduced, as well as the
assumption that the set of requirements can be fulfilled with some approximation.

Values yi, > ...y, mean the vibration amplitudes of the steady-state components; therefore, for each fixed frequency

o of external disturbances z, it is possible to set a variational task of constructing an optimal vibration field, which:
— delivers a minimum to the energy functional;
— displays representations of vibration patterns or values of potential or kinetic energy.
In general, the energy functional determines features of the distribution of the amplitudes of dynamic characteristics
over the points of a mechanical vibratory system.
Within the framework of the considered model problem, the energy functional specified by operator T, displays the
nonuniformity of the vibration field. Its indicator is the sum of the squares of the differences in the deviations of the
vibration amplitudes of nearly points:

n-1
To()= D (T =Fi) (11)
i=1

Zero value of energy functional (11) determines a uniform vibration field, whose vibration amplitudes of the points
are equal to each other. Minimizing the energy functional, taking into account the specified conditions for the vibration
amplitudes at the control points (10), determines the shape of the vibration field, extremely close to uniform.

We make allowance for a number of conditions:

— fixed frequency of external disturbances ®;

— vibration field is optimal in the terms of the criterion given by the energy functional;

— amplitudes of the vibration field at the control points satisfy conditions (10).

In this case, the formal formulation of the problem of constructing a vibration field can be represented as:

Vo(®)=arg min T.(y), (12)

Ay:b,y:(fMomhK)’lK?
where 3 — vibration field defined by external kinematic disturbances z, which are considered as independent

variational parameters.
For fixed frequency w, vibration field ys(®), which exactly satisfies the set of requirements, is formally found as
solution (12) to the conditional minimization of the quadratic function (11) taking into account linear conditions (10):

L(y.A)=(Tay,y)+(Ay —b,A) —> min . (13)

A,y:(MopZ-H()_IKE
Here, 3 — vibration field determined by external kinematic disturbance z ; A = (A1, ... A») — Lagrange coefficients.

Minimization in problem (13) proceeds according to the parameters z of external disturbances. For fixed values z of
amplitudes of external disturbances, the created vibrational field y is the solution to the problem:

(—M0m2 +K))7 =Kz, (14)

where Mo =U"MU +V7JV — matrix of the system.
Vibration field 3, which exactly satisfies the set values (10), can be determined under the solution to the conditional

minimum problem using the Lagrange function:
L(Z,A)= <Teo (Mop® +K) " Kz,(Mop® +K) KE>+<A(M0p2 +K) KE—b,A> > min, (15)
Az

where z — vector of vibration amplitudes of external kinematic disturbances; 7.0 — matrix defining the quadratic form
of the energy functional (11).

Mechanics
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External disturbances z, , forming the required vibrational field, the Lagrange multipliers A are the solution of the system:

GG

Thus, zo— solution to the problem of conditional minimization (15), (16). The optimal vibration field y; is determined
by external disturbance z, and has the form:

-1 -1

KT((—M0w2+K)")TT60(—M0@2+1<) K (A(—Mom2+l<) K)T

A(-Moo® +K) ' K 0

Yo =(-Mow® +K) ' Kzo. (17)

Here, ys can be called an interpolating vibration field, since under the condition of compatibility (16), it exactly
satisfies requirements (10). Taking into account the dependence on frequency ®, the compatibility and certainty of
system (16) is characterized within the framework of the theorems of the existence and uniqueness of solutions to systems
of equations of the theory of splines [20]. Under the condition of compatibility and certainty of the system (16) and (17),
the optimal vibration field y; exactly satisfies the set of conditions (10).

Necessary conditions (10) may contain noise, errors, or be contradictory. Taking into account contradictory or
unreliable requirements, the vibration field can be constructed by solving the smoothing problem. Its result is an optimal
vibration field that satisfies conditions different from the initial requirements, but close to them.

Vibration field assessment with account of noisy or unreliable dynamic performance requirements. Vibration
field ys(w) (17) satisfying conditions (10) can be approximated using vibration field y.(®) taking into account the
unreliability or inconsistency of the necessary requirements (10):

va(0)=arg  min | aTu(¥)+ ) (i =y ) | (18)

F=(-Mow?+K) Kz yo
Here, 7,y — operator displaying the criterion of optimality of the shape of the vibration field; o — smoothing
parameter indicating the priority of the criterion of optimality of the shape of the vibration field in relation to the
requirements of conditions (10).
In expression (18), z is considered as an independent variable. Vibration field y.(®) can be called smoothing, since

it approximately satisfies the necessary requirements of the system.
Vibration field y, is determined by a system of equations obtained through minimizing the Lagrange function:

La(¥(Z)) = (T3, )+ |47 0] - min. (19)
Here, )7(3) is a vibration field formed by external kinematic disturbance z:
(~Mow® + K) y=Kz. (20)
A replacement based on (20) is made:
v=(-Mow’ +K) " K=. @1

Now, the Lagrange function (19), taking into account (20) and (21), is reduced to the form:
-1 2

e oK) ) o )

—> min, (22)

where ||{|=4/(--) — length of the vector in R", expressed in terms of the scalar product (-,-).
Consider the external kinematic disturbances z,. They form optimal vibration field y,, which smooths out the specified
conditions (10) and is a solution to the minimization problem (22). Such disturbances are determined by the system:
T 2 -1’ T 2 -l T 2 -\
K"((-Mow? +K) | (alw+AT4)(-Mow® +K)  Kzo =K' ((-Mow? +K) | 4"b. (23)
After simplifications of system (23), the desired amplitudes of kinematic disturbances z, are determined by the
expression:
zo =K (Mop> +K)(aTo +474) " A7b. (24)
As shown above, external disturbances z, (24) are a solution to problem (23), taking into account the selection of the

smoothing parameter o. These disturbances provide the construction of vibration field y,, which approximately satisfies
the set of requirements (10), taking into account possible incompatibility or unreliability:

Va :(M()1)2+K)71 Kzq. (25)
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The type of vibration field y, (25) is clearly independent of the frequencies of external disturbances w:

Vo = (T +474)" 470,

(26)

External disturbance z,, which provides the construction of an optimal smoothing vibration field y, (24), can be used
to construct an interpolation vibration field y; as a—0. The selection of smoothing parameter o is determined from the

conditions of smallness of the discrepancy:

o(o) = | dya — |,

where y, = (—M 0o’ +K )_1 Kz, zo — kinematic disturbance (27).

e2)

It should be noted that vibration field y, depends on frequency ® implicitly, through the smoothing parameter o = o),

whose selection is determined by the frequency of external disturbance @ and the value of discrepancy (27).

Construction of a vibration field for a mechanical oscillatory system. Computational experiment. Let the
parameters of the mechanical vibratory system (Fig. 1) be given by stiffness £;, masses M;, moments of inertia J; and
geometric characteristics /y;, l; (Table 1).

Table 1
Parameters of the model mechanical vibratory system
No. M, kg J, kg'm? k, N/m /i, m L, m
1 100 10 1,000 1 1
2 200 20 2,000 1 1
3 300 30 3,000 1 1
4 400 40 4,000 1 1
As requirements for the amplitudes of the vibration field, conditions are set for the values at points 4; (Table 2).
Table 2
Vibration amplitudes at the points of the vibration field (y, m)
Values A] Az A3 A4 A5
Required 0.002 - - - 0.005
Smoothed out 0.002 0.0027 0.0035 0.0043 0.005

Expression (11) is used as an energy functional, which can be represented using operator 7:

N — _ 1
— Y2=n I -1 0 =
V2 _ V2
_ Vi—Y2 I _
T. : Y3 |—=>| _ _ = Y3 |.

5 Ya—)3 1 -1 5

4 T 4
_ Ys—Ya 0 1 -1)
s s

Expression (T v, T, J/) can be represented as:

1 -1 0\ ) (7w

-1 2 -1 || 7

(1.3, 1.5) = (T T.5.7) = (T3, 7) = -1 2 -l s || 7
-1 2 “1|[Fal||Ta

0 -1 1 )\ 35 )\ s

Here, T.o — matrix that defines a quadratic shape. The value of operator 7,y is zero on a uniform vibration field
v = const. The vibration amplitudes of the points of this field are equal to each other for an external kinematic disturbance

at an arbitrary frequency.
We set conditions (10) for the vibration field. For this purpose, data operator 45 can be used, which maps the
amplitude values at points 4, 4sto vibration field y:

i i
P 0 100 0 0 (m
N e = .
B0 000 0 1) T
s s
Vs Vs
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The vibration field interpolating the set values at points 41, 4s (Table 2), can be approximated using the smoothing
vibration field y, for smoothing parameter oo = 0.01. We find the difference between the values of the vibration field and

the required values for the selected smoothing coefficient a. It is determined by the residual function (27), whose value
is approximately 0.00001 m, where b = (0.002, 0.005)7. The constructed vibration field, smoothing the interpolation
conditions, has a linear shape (Table 2). For fixed smoothing parameter a = 0.01, the set of vibration amplitudes of the
points of vibration field y,, which provides proximity to the interpolated data with residual ¢(o) = 0.00001 m (Table 2),
has the form of constant functions of the frequency of external disturbance o (Fig. 3 a).

() ) z m (5)
, m s
2 8 10
0.04 005 , rad/s
: ) 1)
0.02 A3)
1 2
0 @ 06 0013
“
0 2 4 6 , rad/s
a) b)
y, m o(w), m~
(%)
“ 0.0003
0.006 - 3) ]
0.002 - / 0.0001
[N )] ]
0 1 2 3 4 5 0 2 I 6 I I o, rad/sl
n, generalized coordinate number
9] d)

Fig. 3. Vibration field characteristics: ¢ — values of vibration amplitudes of smoothing vibration field for frequencies of external
disturbances in the range o € (0.100) rad/s; b — amplitudes of external kinematic disturbances providing the required vibration
amplitudes depending on the frequency of disturbances ®; ¢ — shape of the vibration field for frequencies in the range ©€(0...100);
(1), (5) — required values of the vibration field; (2), (3), (4) — values based on the energy approach; d — deviation ¢ (®) of the
vibration field from the required amplitude values at fixed points of the technical object for constant smoothing coefficient a = 0.1

In this case, the value of the vibration amplitudes of the generalized coordinates remains constant when the
frequency of external kinematic disturbances z, changes. These disturbances, which are needed to provide the required
amplitudes at fixed points of the vibration field, depend significantly on frequency ® of external disturbances (Fig. 3 b).

We describe a vibration field for a fixed frequency or a frequency domain in which it remains unchanged. It can be
represented by a graph of a function depending on the number of the generalized coordinate or the coordinate of the
point of the system in which the vibration field is estimated. The shape of the vibration field is determined by the
optimality criterion. Specifically, energy functional Ty, which determines the optimality criterion, forms a linear shape
of the vibration field (Fig. 3 ¢). It should be noted that the “interpolation” vibration field is constructed using a
“smoothing” vibration field corresponding to smoothing parameter a. The deviation of the “smoothing” vibration field
should be negligible. In the considered model example, for a = 0.1, the deviation of the smoothing vibration field is
represented by constant ¢ (o) = 0.0001 m (Fig. 3 d). It should be noted that in the general case of the energy functional,
the value of the smoothing coefficient o, which provides a fixed level of residual ¢(a) = ¢*, depends on frequency ®
and the system of requirements.

Thus, the options for the formation of dynamic states of mechanical vibratory systems in the form of a vibration field
satisfying a system of conditions depend on:

— energy functional reflecting the characteristics of the vibration field;

— operator displaying a set of requirements for the vibration field.

Other options for the formation of a vibration field based on the selection of an energy operator are also possible.
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Correction of optimality criteria for shaping vibration fields using the weight coefficients of energy operators.
The shape of the vibration field with the possibility of equalizing the vibration amplitudes of the coordinates of a technical
object is considered above. There are other approaches to minimizing the amplitudes of generalized coordinates, e.g., by
selecting energy operator 7% in the form of an identity map:

Tg : )_/ - E)_/ ,
where £ — identity operator.

The formation of a vibrational field based on the energy operator is associated with minimizing or zeroing the
quadratic function of the amplitudes of in-phase harmonic vibrations of a fixed frequency. As a result of solving the
smoothing problem, a vibration field is formed for the energy functional corresponding to unit operator 7g. The
amplitudes of its vibrations at points A,, A3, A4 are zero (Fig. 4 a), i.e., at points A, A3 and A4, a dynamic vibration
damping mode is implemented.

Y, m ‘ zZ, m
1 5
0.006 1 )
| 1
j ® -0.005
| 3) @
0.002 . Qm
0] 1 3 5
I'n, generalized coordinate number —0.015
a) b)
s m 5) y,m
0.005 - | (D ()]
0.006
0.003 A
- 0.002
0.001 @ 3 @ 0
1 3 5
0 2 4 6 o, rad/s n, generalized coordinate number
c) d)

Fig. 4. Possibilities of vibration field correction: a — shape of vibration field for energy functional displays minimum possible
vibration amplitudes, taking into account the necessary requirements; b — amplitudes of external kinematic disturbances z;,
providing the necessary requirements for dynamic features of vibration field; ¢ —vibration amplitudes of vibration field of technical
object depending on frequency of external disturbance; d — options of vibration fields depending
on weight coefficient of energy operator 7

The totality of external kinematic disturbances is a solution to the problem of minimizing the energy functional,
generally defined on the dynamic states of mechanical vibratory systems, taking into account the requirements for
vibration amplitudes at fixed points of the vibration field (Fig. 4 b).

The characteristic property of forced kinematic disturbances, which provide the required shape of the vibration
field, is an increase in the vibration amplitude when the frequency of disturbances grows (Fig. 4 ¢). External kinematic
disturbances z provide a fixed vibration field of a technical object at various frequencies ® (Fig. 4 d). Smoothing
parameter o = 0.01 provides an absolute deviation from the required values at level ¢(a) = 0.000053. This shows that
the totality of the vibration amplitudes at the remaining points of the vibration field determines the characteristics of
the energy operator based on the required values of the vibration field amplitudes at fixed points of the mechanical
vibratory system. Specifically, operator 7. is aimed at forming a uniform vibration field, and operator 7% is aimed at
zeroing the vibration field.

Weight coefficients that display a combination of optimality criteria can be used. This allows combining the following:

— requirements for convergence of vibration amplitudes of points of vibration fields;

— requirements aimed at zeroing the vibration amplitudes of the vibration field points.

Varying the weight coefficients that determine the combination of optimal criteria for the formation of a vibration
field is actually a way to correct the vibration field.

Mechanics
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We build a family of forms of vibration fields of a technical object that meet certain conditions. For this purpose, we use a

combined optimality criterion implemented by a weighted sum of energy functionals, taking into account the weight factor:
731" =71 + Bl 31 %)

Here, p — weight factor that determines the combination of the optimality criterion based on the smallness of the
amplitudes and the criterion based on the uniformity of the amplitudes of the vibration fields. The variation of the weight
coefficient B leads to the construction of a family of vibration fields. The criterion of their optimality has a complex
structure that takes into account the differences and absolute values of the vibration amplitudes of the points of the
vibration field. The selection of a set of weight coefficients determines the appropriate forms of vibration fields, which
are realized under the influence of external disturbances, which are the solution to the variational problem [20].

Based on the set of weight coefficients B, it is possible to construct optimal vibration fields that meet the requirements
for vibration amplitudes at fixed points with sufficient accuracy (Table 3).

Table 3
Forms of optimal vibration fields for weight coefficients of the energy functional
1 1 0.01 | 0.0000841 10 0.0019704 | 0.0009850 | 0.0009845 | 0.0019686 | 0.0049213
2 0.5 0.01 | 0.0000503 10 0.0019847 0.0014467 | 0.0016322 | 0.0026337 | 0.0049521
31 025 0.01 | 0.0000305 10 0.0019940 | 0.0018969 | 0.0022740 | 0.0032196 | 0.0049701
4] 0.125 | 0.001 | 0.0000195 10 0.0020000 | 0.0022503 | 0.0027818 | 0.0036611 | 0.0049980
51 0.0625 | 0.001 | 0.0000014 10 0.0020004 | 0.0024754 | 0.0031053 | 0.0039292 | 0.0049986

Combining optimal criteria for the formation of vibration fields is a way to correct the dynamic states of a technical
object (Fig. 4 d). Note that the found kinematic disturbances z;, considered as functions of frequency ®, have one zero
each (Fig. 5 /).

Jim J2 m Y m
zi’ m z2’m z3’m
2 2 2
0 1 o, rad/s 0 1 , rad/s 0 1 o, rad/s
-2 -2 -2
-6 -6 -6
a) b) ¢
» m ys m zm
z4a’ m zs” m
0.003
2 2
0 0 0.001
1 , rad/s 1 o, rad/s 0
1 23
) ) 0.001 o, rad/s
—-0.003
-6 -6
d) e YJj

Fig. 5. Optimal vibration field characteristics for weight coefficient B = 0.25 and smoothing parameter o= 0.01:
a — ratio of the vibration amplitudes of points of optimal vibration field (y«)1 to amplitude of kinematic disturbances (za)1;
b — ratio of amplitudes (yo)2 to (za)2; ¢ — ratio of amplitudes (yo)3 to (z¢)3; d — ratio of amplitudes (yo)4 to (za)4;
e — ratio of amplitudes (yu)s to (za)s; f — value of amplitudes of external disturbances (z«) depending on frequency ®
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Amplitude ratios y;/z;, for which y; = y; (0) and z; = z; (»), are found on the basis of solution to the problem of
determining optimal vibration fields, have one discontinuity of the 2nd kind (Fig. 5a—d).

The specified vibration amplitudes of fixed points of the vibration field of the mechanical vibration system should be
provided. For this purpose, combined energy functionals with account for the weight coefficients can be selected, and,
based on these indicators, the required external kinematic effects with account for the variational principles can be
determined.

If the requirements for the vibration amplitudes of the vibration field are highly noisy or incompatible, it is possible
to construct a vibration field that meets the requirements with a certain accuracy and is optimal for the combined criterion,
but for other conditions.

Determination of the optimal criterion for shaping vibration fields based on the residual function. In general,
the requirements for a vibration field can be a complex set of joint or incompatible conditions reflecting limitations on
the amplitudes of displacements, velocities, and dynamic reactions, including non-retentive conditions.

Taking into account the criterion of optimality of the vibration field of a mechanical vibratory system, the set of joint
conditions allows for a single solution in the form of a certain structure of external disturbances. In the case of
incompatibility of conditions on the vibration field, the optimality criterion actually acts as a method of regularization of
an incorrect inverse problem.

The energy functional determines the specifics of the formation of vibration fields based on the values of the vibration
amplitudes of displacements, velocities, force disturbances, or reactions occurring between the elements of the system.
Energy functionals can convey ideas about the maximum potential or kinetic energy, or serve as a combination of them
with account for weight coefficients that act as methods for correcting vibration fields.

It is possible to add conditions according to the nature of the external kinematic or force disturbances themselves to
the conditions for the values of the amplitudes of the vibration fields. They are expressed in the fact that the amplitudes
of external disturbances take fixed absolute or relative values. The need to set requirements for input disturbances is due
to the fact that to provide the specified forms of vibration fields, the amplitudes of external disturbances can increase
indefinitely with growing frequency.

Thus, here is a complex task of selecting:

— an energy functional,

— an operator of requirements for a vibration field;

— an additional operator of requirements for external force or kinematic disturbances.

Within the framework of the development of the structural theory of the optimal vibration field, it is possible to set a
generalized task of its construction:

Ya(©) = arg min _ T.(%),

A}:b,}:(—MomZJrKy Kz,Cz=f

where C-Z = f — additional connection limiting the dimension of external kinematic disturbances.

The technique for selecting an effective operator can be based on minimizing the function of additional residual,
depending on the parameters of the energy operator:

. 2
Bo =arg mbm”ByB —c|| ,

where yg — solution to the problem of determining the vibration field with a combined optimality
criterion 73 ((28) and Fig. 4) and conditions 4 (10); B — operator for determining values in a set of additional points;
¢ — vector of values at additional points.

This problem can be considered as the problem of selecting a “natural” optimality criterion [21]. Thus, the presented set of
tasks and solution techniques can be the fundamental basis for the structural theory of the construction of vibration fields.

Discussion and Conclusion. Elements of the structural theory of optimal vibration fields of mechanical vibratory
systems have been developed. The main components of this theory are methods for constructing vibration fields of
mechanical vibratory systems based on variational principles. The basic concept is the vibration field of a mechanical
vibratory system. It represents the distribution of vibration amplitudes of generalized coordinates and other dynamic
characteristics of a mechanical vibratory system over the points of an object with an estimated dynamic state.

It is assumed that a system of conditions is set at a number of points of the mechanical vibratory system. It is expressed
in terms of absolute or relative values of displacements, velocities, and reactions. Conditions are requirements for the
characteristics of the vibration field of a mechanical vibratory system. There is also a system of conditions related to the
features of external force or kinematic disturbances, and it also reflects the requirements for a set of absolute and relative
values of the amplitudes of kinematic or force disturbances.

For the development of the applied theory of optimal vibration fields within the framework of structural
representations, an analogy can be established between the two pairs. The first one is formed from energy operator 7 and

Mechanics



http://vestnik-donstu.ru

Eliseev AV, et al. Optimal Vibration Fields in Problems of Modeling Dynamic States of Technical Objects

condition operator 4 in the theory of abstract splines. The second one is formed by the criterion of optimality of the
vibration field and a system of requirements for the characteristics of the vibration field at control points.

Interpolation, smoothing and mixed splines are distinguished within the framework of the theory of variational spline
approximation. Within the framework of the concepts of vibration fields of mechanical vibratory systems based on
structural representations, the role of the spline is performed by a set of amplitudes of external force and kinematic
disturbances, and the role of interpolation conditions is performed by a set of requirements for the amplitudes of input or
output signals.

It can be assumed that there are differences between the vibration fields of technical objects under conditions of
external forced or kinematic disturbances, which are considered as a key factor in the formation of a dynamic state. At
the same time, when constructing a vibration field, it is considered natural to estimate energy ratios depending on
generalized coordinates. Their values are determined by an external force or kinematic disturbance. In fact, we need to
find two vectors — generalized coordinates and external disturbances.

We take into account the variational approach, as well as the set of requirements for the vibration field and external
disturbances. We present the problem of determining external disturbances that form a set of dynamic states in the form
of a vibration field with account for a system of conditions. In this interpretation, we are talking about the optimization
problem in different formulations within the framework of variational principles. Specifically, it is possible to set tasks
similar to the tasks of constructing a smoothing or mixed spline. It depends on the compatibility of the conditions for the
input and output signals. We note the following an essential feature of the problems of constructing vibration fields: the
frequency of an external disturbance is a parameter of the optimization problem, and in the case of systems with
concentrated parameters, amplitude vectors serve as elements of an n-dimensional Cartesian space.

Analogies between the tasks of approximation and construction of vibration fields provide developing techniques for
the formation, assessment, and correction of dynamic states of technical objects.

The improved structural theory of optimal vibration fields will be in demand in the aviation and space industries. Its
apparatus can be used to maintain flight safety and durability of structures. In addition, it is logical to use this approach
in mechanical engineering, electronics, and the development of medical equipment. The theory will allow solving the
problems of forming, evaluating, and correcting the states of technical systems and devices under conditions of vibration
loading. Another area of its practical application is the creation and improvement of measuring methods and means of
complex vibratory systems. We also believe that mathematical models of optimal vibration fields are of interest for the
development of new technologies and materials, in particular, materials with high damping, which can reduce the level
of vibrations and noise in technical systems.

As the main limitation of the technique, it is necessary to indicate that vibrations in the coordinates of an object, which
are steady-state forms of harmonic vibrations or vibrations of a fixed amplitude, are considered.
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Abstract

Introduction. To describe the operation of temperature piezoceramic structures, the theory of thermoelectroelasticity is
used, in which the mathematical model is formulated as a system of nonself-adjoint differential equations. The complexity
of its integration in general leads to the study of problems in an unrelated formulation. This does not allow us to evaluate
the effect of electroelastic fields on temperature. The literature does not present studies on these problems in a three-
dimensional coupled formulation in which closed solutions would be constructed. At the same time, conducting such
studies allows us to understand the interaction picture of mechanical, thermal and electric fields in a structure. To solve
this problem, a new closed solution of a coupled problem for a piezoceramic round rigidly fixed plate has been constructed
in this research. It provides for qualitative assessment of the cross impact of thermoelectroelastic fields in this
electroelastic system.

Materials and Methods. The object of the study is a piezoceramic plate. The case of unsteady temperature change on its
upper front surface is considered, taking into account the convection heat exchange of the lower plane with the
environment (boundary conditions of the 1st and 3rd kind). The electric field induced as a result of the thermal strain
generation is fixed by connecting the electrodated surfaces to the measuring device. The thermoelectroelasticity problem
includes the equations of equilibrium, electrostatics, and the unsteady hyperbolic heat equation. It is solved by the
generalized method of finite biorthogonal transformation, which makes it possible to construct a closed solution of a
nonself-adjoint system of equations.

Results. A new closed solution of the coupled axisymmetric thermoelectroelasticity problem for a round plate made of
piezoceramic material was constructed.

Discussion and Conclusion. The obtained solution to the initial boundary value problem made it possible to determine
the temperature, electric and elastic fields induced in a piezoceramic element under arbitrary temperature axisymmetric
external action. The calculations performed provided determining the dimensions of solid electrodes, which made it
possible to increase the functionality of piezoceramic transducers. Numerical analysis of the results enabled us to identify
new connections between the nature of external temperature action, the deformation process, and the value of the electric
field in a piezoceramic structure. This can validate a proper program of experiments under their designing and
significantly reduce the volume of field studies.

Keywords: thermoelectroelasticity problem, coupled problem, round piezoceramic rigidly fixed plate, biorthogonal finite
integral transformations
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Casi3aHHasi 0CeCHMMETPHYHAsA 32/1a4a TePMOJIEKTPOYNPYTrOCTH AJs KPYIJIOH KeCTKO
3aKpenIeHHOM MIACTHHBI
J.A. Hlasxun =, E.B. CaBunosa" = <

Camapckuii Tocy1apCTBCHHBI TEXHUIECKUI YHUBEPCUTET, I'. Camapa, Poccuiickas @eneparust
DA slenax(@yandex.ru

AHHOTANNSA

Beeoenue. JIns ommcanus pabOTBl TEMIIEPATYPHBIX IBE30KEPAMHUECKUX KOHCTPYKIIHMM HCIONB3YeTCS TEOpHS
TEPMOAJIEKTPOYIIPYTOCTH, B KOTOPOK MaTeMaTruieckast Mo/ieNb c(hOpMYJIMPOBaHa B BUE CUCTEMbI HECAMOCOIIPSKEHHBIX
mddepeHInaIbHbIX YpaBHeHHH. CII0XKHOCTh €¢ MHTEIPUPOBAHUS B 00IIEM BHUIE IIPUBOIUT K MCCIECIOBAHUIO 32/1a4 B
HECBS3aHHOH MOCTaHOBKE. JTO HE IMO3BOJSET OICHUTH YPQEKT BIUSHUS dICKTPOYNPYTUX IONICH Ha TeMIepaTypHOe.
B nutepartype He IpeacTaBIeHBI HCCIIeOBAHUS NaHHBIX 33[]a9 B TPEXMEPHOH CBSI3aHHOM ITOCTAHOBKE, B KOTOPBIX OBLIH
OBl TOCTPOEHBI 3aMKHYTHIE pelieHus. [Ipy 5ToM NpoBelieHne MIMEHHO TaKMX MCCJICAOBAHUH MTO3BOJISIET MOHSITh KapTUHY
B3aNMOJEHCTBUS MEXaHMUECKHX, TETUIOBBIX M AMIEKTPUUECKHX IT0JIeH B KOHCTPYKIMH. [ perieHus 1anHoi mpo0ieMsl
B HacTosiliedl paboTe MOCTPOCHO HOBOE 3aMKHYTOE pEIICHHE CBS3aHHOHM 3alaudl Ul Mbe30KEPaMHYECKOH KPYIJIon
JKECTKO 3aKPEIUIEHHOH IIaCTHHBI, MO3BOJISIONIEe KaYECTBEHHO OLIEHHTh B3aHMMHOE BIMSHHE TEPMODJIEKTPOYIPYTHX
MoJiel B JaHHOM 3JIEKTPOYIPYTOl CUCTEME.

Mamepuanvt u memoodvl. OGBEKTOM HCCIEIOBAHNUS SBIAETCS Mbe30KepaMUIecKas IlacTuHa. PaccmaTtpuBaercs cirydait
HECTALlMOHAPHOTO HM3MEHEHHUS TEMIIepaTypbl HAa €€ BEepXHEH JMIEBOW MOBEPXHOCTH MNPH y4eTe KOHBEKIIMOHHOTO
TEIUIOOOMEHa HIDKHEH IUIOCKOCTH ¢ OKpy’Karomew cpenoi (rpanuunbie ycrmous | u 3 poma). Mumymmpyemoe B
pe3ynpTate 00pa3oBaHUS TEMIIEPATYPHBIX AedopMariii 3JIEKTPUIEeCKOe TOe (PUKCHPYETCS IMyTeM MOIKITIOYSHHS
QJIEKTPOIMPOBAHHBIX TOBEPXHOCTEH K M3MEpUTENBFHOMY NpHOOpy. 3amada TEpMOIJICKTPOYIPYTOCTH BKIIIOYAET
YpaBHEHUS] paBHOBECHS, HJIEKTPOCTATHKH W HECTAIIMOHAPHOE T'HIIEPOOINYECKOe ypaBHEHHE TeIIonpoBogHOCTH. OHa
pemaercst 0OOOIIEHHBIM METOJOM KOHEYHOTO OHOPTOrOHAJIBHOTO NpeoOpa3oBaHMs, ITO3BOJISIONIETO IOCTPOUTH
3aMKHYTOE pElIeHue HECAMOCOTIPSKEHHOM CUCTEMbI ypaBHEHHH.

Pesynemamut  uccnedosanusn. IloCTpOEHO HOBOE 3aMKHYTOE€ pELIEHHE CBSI3aHHOHW OCECHMMETPHYHON 3aja4u
TEPMOAIEKTPOYIIPYTOCTH JUIsl KPYTJION TIACTHHBI, BHITIOJIHEHHON M3 MTbE30KEPaMHYECKOr0 MaTepuara.

Oobcysycoenue u 3akniouenue. llonydeHHOE pelleHHe HaudalbHO-KPAaeBOW 3agadyd TO3BOJIET  OMpPENEIUTD
TEMIICPATYPHOE, DJICKTPUUCCKOC U YIIPYTO€ MOJIA, MHAYIUPYEMBIC B ITbE30OKCPAMHUYCCKOM JJIEMEHTE ITPU IPONU3BOJILHOM
TEMIEePaTypPHOM OCECHMMETPUIHOM BHEITHEM Bo3JeHCTBHU. [IpoBeieHHBIE pacyeThl O3BONIAIOT ONPEACIUTH Pa3Meph
CIUTOIIIHBIX 3JIEKTPOJIOB, KOTOPHIE TAIOT BO3MOKHOCTD MTOBBICUTH (DYHKIIMOHAIBHBIE BO3MOKHOCTH MTBE30KEPAMIYECKIX
mpeobpa3oBareneil. UncieHHBIN aHATN3 PE3yIbTaTOB MO3BOJISET BHISIBUTH HOBBIE CBS3U MEXKIy XapaKTEPOM BHEITHETO
TEMIEePaTyPHOTO BO3ICHCTBHS, IPOIIECCOM NIS(hOPMHUPOBAHUS U BEIIMIHHON SJIEKTPHUIECKOTO TIOJIS B TbE30KEPAMUICCKOM
KOHCTPYKIIMUA. JTO JaeT BO3MOXHOCTb OOOCHOBATh pAIMOHANBHYIO MPOTPaMMy OKCHEPUMEHTOB TIPH UX
MIPOEKTUPOBAHUH Y 3HAYNTEIHHO COKPATUTh 00bEM HATYypPHBIX UCCIIECAOBAHUIH.

KiaioueBble ciioBa: 3a7avda TCPMOIJICKTPOYIPYIroCTH, CBsA3aHHAss OCCCHUMMCTpUYHAs 3aJada, KCECTKO 3aKpCIICHHAas
IIaCTHHA, 6I/IOpTOFOHaJ'IBHHe KOHCYHBIC MHTCTIPpAJIbHbIC npeo6pa30BaHI/I;1

BJ’IaFO}IapHOCTI/l. ABTOpLI BbIpaXKaroT 6J'IaF0]IapHOCTI) PCUCH3CHTaM 3a IPOBCACHHYIO paGOTy, KOTOpasd IO3BOJIHJIa
TTOBBICUTH KQa4€CTBEHHBIHN YPOBEHb CTAaTbH.

Jas uurupoanus. lsxun [.A., Capurnosa E.B. CBs3aHHas ocecuMMeTpHYHAas 33a4a TEPMODJICKTPOYIPYTOCTH IS
KpYTJION KECTKO 3aKpeIUIeHHON IUTaCTHHEBL. Advanced Engineering Research (Rostov-on-Don). 2024;24(1):23-35.
https://doi.org/10.23947/2687-1653-2024-24-1-23-35

Introduction. Various mathematical models are used to improve the functionality of piezoceramic sensors [1-3]
based on the interdependence of thermoelectroelastic fields. To more accurately account for the effect of coupling of these
fields, it is needed to construct closed solutions. Some simplifications are used to solve systems of initial nonself-adjoint
differential equations. Thus, the problems can be considered in an uncoupled formulation, or the problems consider and
analyze elements that have a degenerate geometry. An uncoupled stationary problem for a long electroelastic cylinder is
considered in [4, 5], and article [6] is devoted to the analysis of thermal stresses in a hollow sphere. Papers [7, 8] are
related to the determination of the temperature field in a piezoceramic shell and a round plate in solving uncoupled
problems. Coupled dynamic problems for a homogeneous piezoceramic layer, as well as dynamic problems in a coupled
formulation for a gradient-inhomogeneous piezoceramic layer, were considered in [9 10]. In [11, 12], fields in an
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unbounded medium were analyzed. In [13, 14], a long hollow cylinder was considered, and thermoelectroelastic fields
were analyzed.

Currently, the literature does not describe the results of constructing closed solutions to the mentioned non-stationary
problems in a three-dimensional coupled formulation. Therefore, in this paper, we consider a round plate made of
piezoceramic composition and having a rigid fixation, for which a new closed solution to the problem of
thermoelectroelasticity is obtained. The use of a limit on the rate of temperature change on its front surface [10] makes it
possible not to include the inertial characteristics of the system under study and apply the equilibrium equations in the
calculated ratios.

Materials and Methods. In the process of solving, a generalized finite biorthogonal transformation was used, which
provided the reduction of the dimension of a nonself-adjoint system of equations and the construction of a closed solution
through significant simplifying research in the image space.

Mathematical model. Consider certain area Q:{0<7, <b,0<0<2%,0<z, <h"}, which is occupied by a
piezoceramic solid circular plate in the cylindrical coordinate system (r,,6,z,) Arbitrary temperature boundary conditions
can be used for the problem under study. However, for the certainty of the solution, on the upper (z, = 0) front surface,
the temperature change ](7.t,) at a given ambient temperature 9 on the lower (z,=Ah")

plane (z. — time) is considered. The cylindrical thermally insulated surface is rigidly fixed: there is no radial component

of the displacement vector and the angle of rotation, and its lower part is fixed in the vertical plane. The lower plane of
the round plate in question is grounded. The front electrodated planes of the plate are connected to the measuring device.
The design scheme of the plate is shown in Figure 1.

‘> v(t.) Z\ (DT(V*,t*)<A |
w i ,f% >

zV
Fig. 1. Plate design diagram

The mathematical formulation of the problem under consideration in a dimensionless form for an axially polarized
piezoceramic material with a hexagonal crystal lattice of 6 mm composition has the form:

2 2 2
2VU+ala U+a28 W+a3 0¢ —a—®:0, (1)
or 0z2 oroz oroz Or
2 2
aIVa—W+a4a—W+a2Va—U+a5V@+a6M—wa—@=0,
or 0z Oz or 0z> Oz
0 0? oU ow 0w 00
—Va—i)—agaT;b+a9VE+awVE+anaz—2+a12V®+a13E=0,
2 2
Va_®+a_2®_ 24_[38_2 ®+a14(VU+a_Wj_a15% :0’.
or 0oz ot Ot Oz oz
ow 00
=0,L,iU, W, ¢, 0 <oy U, —,— =0, 2
r=0L{U.W.4.0} _, { o } @
Dr\r=1:0 _@4'5110 a_W+8—U +a12® =0 ;
or or 0Oz =l
ow 00
r=0,1iU,W,$,0 <o U, —,— =0, 2
v.mw.eey { ERRiP }1 ©)
z=0,h;06,=0 amVU+a46—W+a6@—a7®:0 ;0,,=0 6_W+6_U:0 , 3)
oz oz or Oz
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00
G- =90s Ppz=s = 0,0 =0y, (EJF a”@] =a;79;

AUTY 5B, @

t=0,{U,W,$,0{=0,
{ ¢ } ot =0 Ot =0

where
* * €31 * o €31 o
U r,zh ={U" W ez /b, {000} =—=2{0".05}, {660} = =0, 05}
C Ci+C es+e
{®,®1,9}=—YI1 {®*,(@T—To),(9*_To)},a1Z—Ss,azz B 55,“3: L,
Cyy Ciy Cyy €3]
_ Gy _es _e3x3 _ Y3 _ €33 _ 4 (615 +631) _ €15€3
a4 __’ 5 _’ 6 __7 a7 __5 8 __4' 9 _—’ alO _—’
Ch €31 €31 Y1 e Chign Ciien
811631 V11733 833711
ay =ayp——4ap say =T a5 =Ty ==, a;6 =a, —ay,
€5 Y€ 11 €31
a; =o-b/A,®"(r,, z.,t,) — temperature increment in dimensional form; U*(n,z., 1), W’ (n, z.,1.)

¢ (r*, Zx, t*) — components of the displacement vector, electric field potential; o.: (r, z, £), 6,- (7, z, {) — components

of the mechanical stress tensor; D, (r,z, f) —radial component of the electric field induction vector; A, k, o, —

coefficients of thermal conductivity, volumetric heat capacity, and linear thermal expansion; ¢g (r,t) — electric

potential induced on the upper front surface; vi;, g — components of the tensor of temperature stresses and pyroelectric

coefficients (i = 1,3, vi = Citi,); eis, €31, €33, €11, £33 — piezoelectric modules and permittivity coefficients; @ = T— T

T, Ty — current temperature and temperature of the original state of the body; ., — relaxation time; o — heat transfer
o 1

coefficient, ®, — known rate of temperature change; V = a—+—.
roor

To determine the potential of the electric field induced under deformation on the upper front surface ¢g (r, t), in the

case of connecting electrodes to a measuring device with a large input resistance, an additional boundary condition is used:

8

2| p..cods =0

6t.[ 0 )
(s)

where D; (7, z, t) — axial component of the induction vector; S — surface area.
Construction of a general solution. To fulfill the condition of fixing the cylindrical surface of the plate in the vertical
plane, new functions w (r, z, t), W(¢) are introduced:
W(r,z,t)=W(t)+w(r, zt), (6)
this makes it possible to form a boundary value problem with respect to functions U, w, ¢, ®, which is investigated by the
method of finite Fourier-Bessel transformations:

Uy (n,z,t) = U(r, z,t)rJl (j,,r)dr, @)

S S—

{WH (n.z,1),04 (n.z,1),Ny (n,z,t)} = {w(r,z,t),(l)(r,z,t),@)(r,z,t)}rJO (jr)dr,

Sy S——

U(r,z.t) = zZM’Z’j)JI (jur) @®)

n=1 JO jn
> {WH(n,z,t),d)H(n,z,t),NH(n,z,t)}

(w(r.2.0).0(r.2.1),0(r,21)} =2

n=0 ‘]0 (j”)2

where j, — positive zeros of the function Ji () (n =0, Jo = 0), Jy(...) — Bessel functions.

It should be noted here that to satisfy the last boundary condition (2), it is necessary to assume that the original

JO (jnr)a

temperature of plate 7; is equal to the ambient temperature 3", and the temperature increment function on the upper front
surface (1, £) = 0. These assumptions, without much error, allow assuming that on the cylindrical surface of the plate,
01,z 1 =0.
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As a result of using the transformation algorithm in the image area, the following initial boundary value problem is

obtained:
o%u ow oo
—j2uy, +a oy, —+asj, —2L+j Ny =0, 9
Jnllg T4 Py 2J oz 3J oz IniVH )
0w Ou 0% ON
—ayjiwy +ay—+ay ), —L—asjioy +ag—2—a, —2L =0,
1JnWH T a4 Py 2J Py sia®u +as P P
0? ou o*w ONy

3 —-a ¢H+a A Lk
Jnbu —as Py 9] o

. o0*N 0 ok . ow 0
—]r%NH +672H_[5+Bat_2j|:NH +ayy (],,,MH +6—ZH)_GIS ¢H:|:O,

.2 H . _
—A0JaWhH +a”62—2+alzj”NH +al3?— 0,

z=0,h;a16j,,uH+a46W—H+a6a¢i—a7NH:0;au—H—j,,wH:O, (10)
0z z 0z

ON
G120 =osr> Oprz=n =0, Npyoog = 011, [a—ZH“‘anNH] =a;79y;
|z=h
0 ,
t:()’{uH’(I)H’NH}:O’WH:WOH’M :0, (11)

ot =0

% =W aN_H — .

2 umo 0, o 0H>

1
. aw (t .
where {¢0H,9H,W0H,W0H,N0H} =J{¢0,9,—m (0).- al’t( ) ,@O}FJO(jnr)dr.
=0

0
At the next stage of the solution, the introduction of functions Ux(n, z, £), Wi(n, z, t), ou(n, z, £), Ou(n, z, t) using the

following relations:
Un (n,z,t) =H (n,z,t)+UH (n,z,t), Wy (n,z,t) =H> (n,z,t)—i—WH (n,z,t), (12)

Ou (n,z,t) =H; (n,z,t)+(pH (n,z,t), Ny (n,z,t) H, (n,z,t)+QH (n,z,t),
allows the reduction of conditions (9) to homogeneous.
Here, {H..Ha}={H{ .Hi}+{fo(2)...fi2(2)}bor (), {Hi . Hi} ={fi(2)...0s (2)} 0rur () +{ f5 (). fs (2)} B,
f1(2)...fi2(z) — twice differentiable functions.
Substitution (12) in (9) — (11) when the conditions are satisfied:

H H OH
0 2+a66 3—617[‘14 =0;jnH2—a—1=0, (13)
'z

z=0,; a16j,Hi + as
zZ

oH
Hi.—0 = don, H3jz=p =0, Hyz—0 = 0117, (6—44-61171‘14] =a179y,
z |z=h

provides the formulation of the following task:

o’U ow, o
—jUn+a = a0 vy jo D i Ou = B (14)
Oz 0z 0z
2 2
—alj;%WH +a4w+a2]’n OUn —a5j3(pH +ag 0 L —a76&=Fz,
oz oz? 0z
0? oU 2w, 0
Jiou —as a;PzH +ag jn 8ZH —ai0jaWu +6111?21{+012an11 +ai3 gZH =F;,
. 62QH 0 62 . 6WH 6([)1-1
2 _
—JnOu +7— 5-'_661_2 On +as| juUuy + oz —ais oz = Fy,
z=0,h; a16j. Uy +aa Wy +as 9o —a70n = O;ala]—H—jnWH =0, (15)
z z

0
QHiz=0 = Qrjz=h =0, Q=0 =0, [ (gH + al7QHj =0;
z

|z=h
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t=0,Up =Uou; Wu =Wou; 9 =@on; On = Qon, (16)
aUH . aWH . a(pH . aQH o
A, =U H] =W P — = P = 5
3 i U o e T T T P Ty

where
0°H, oH, OH 3
_ 2 . . .
Fi=jiH —a o2 T @i — JnH4,

0°H; OH, 0’ H; OH 4
) . 2
Fy=aijiH,—a4 Pt [ +asjuH3 —ds 5 tar——,
. 0°H . OH . o*H . oH
F; = —]31‘13 +ag —6223 — a9 Jn _azl +a10],%Hz —dai —8222 _a12]nH4 —ais 824 5
0%H, 0 0? OH» OH
_ 2 .
F4—],,H4— 622 +(§+B8[_2 Hi+an ],,H1+ pe —dais pe ,
Uon =—Huy=0, Worr = wor — Haji=0, Qo = —H3y=0, Qo = —H 4=0,
: oH : . OoH . oH . . oH
Uosr =——— Worr =von ——— ,¢on =——— , Qo = Nogp ——— .
t =0 Ot =0 Ot =0 ot =0

Using the biorthogonal finite transformation (CMD) [15], we obtain a solution to problem (14) — (16). CMD with
unknown components of vector functions of transformations is introduced on the segment [0, 4]

K1(}\,,'n, Z). . .K40\,,‘n, Z), N](]J.[,,, Z). . .Nl(},t,'n, Z)Z

h
G(n,hin,t) = HQH +au (j,,UH + ag”’ j—aw a‘ap” }lﬁ(k,—n,z)dz, 17
Z
0

Z

{Nl (Hin:z);N2 (uin;Z),NS (uinxz)1N4 (Hinyz)}
ey ’

{UH,WH,(pH,QH} = ZG(VZ,)\.in,l)

i=1

h
||K,»,,||2 =J.K4(7um,2)N4(HinyZ)dzs
0

where Ain, Win — the eigenvalues of the corresponding problems with respect to the components of the vector functions of

the CMD (k= 1...4).
In the course of transformations, we obtain a task for determining transformants G(n, Ay, £):

) o _
(B%%mﬁ]%m,u:—FH(n:%Wa(i:1’°° n=0) "
dG }\ain; ’
t:O,G(Xm,n,O)zGOH’¥ =Gy (Kin,i’l)a (19)
[t=0

whose solution has the following form:
G(nNin,t) = (miim —main )71 {(Go = Gomain )exp (mint ) - (Go —Gomyin )exp (mait)+,

t
+ B%J‘FH (n;xin;r)[exp(m%n (t—‘t))—exp(mlm (Z—‘C))] dty, (20)
0
in addition, two homogeneous problems with respect to components Ki(Ain, 2). .. Ka(Ain, 2),
del' dK»; dK;
-2 in . in . in P X _
—JnKiin +an dz? —azjn dz —asjn dz +Aia14juKain =0, 21
. in . dKii . d*Ksin dK 4
—a1 jaKain +as dzzz +azjn le —a10 i Ksin +an d223 ~A2ay —; =0,
d’Ks dKi; d?K»; dK 4
b = j " i2 in 2 in _
JnKsin —as P —asja r —as jaKain +ae = +A2as = =0,
de in dK in dK in
(k%”_jg)K4i”+d—;+j"K1in +a7 "+ aps ju K 3in — ar3 —— = 0;
z z
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dKZin an dK3in _7\41'2,,

zZ zZ

z=0, h; al()jnKlin +day aisK4in = 07 K3in\z=0 = K3in\z=h = 0, (22)

dK in . . dK in
! _]nKZin _al]nKSin =09 K4in\z:0 =09 u +al7K4in =0,
dz a dz =i

and Ni(Win, 2). .. Na(Win, 2):

dzN in . dN in . dN in .
_jr%Nlin +a 21 —dazJn 2 +a3]n 2 +]nN4i11 :0, (23)
dz dz Iz
d’Na; dNy; d*Ns; dNy;
.2 in . in .2 in in
—a1ji Nain +as Y 7—05]711\/31)1 tas— S =0,
. dZN in . dN in . ZN in . dN in
JiNsin —as 223 +agjn le —a10ja Noin +ar d222 +a12,jnNain +a13d—::0,
. dzN in . dN in dN in
—jANgin + d224 +ul (N4in + a4 jnNiin + a1a de —ais dz3 ]= 0;
dN in dN in aN in .
2=0,h, @16ja N +as — + ag —2 — a7 Ny :Oa_l_]"NZin =0, (24)
Iz Iz oz
aN in
N3inz=0 = N3inz=h = 0, Najnz=0 =0, ( 2 +a17N4mj =0;
oz |z=h
where
h
Fr (n,kin,t) = I(EKlin + FyKoin + F3Ksin + FaK i )z,
0
. f . . . d{WOHyWOH} d{(poy,(poy}
{GOH,GOH} = I {QOH,QOH}-HIM Jn {UOH,UOH} + —aps 4indz,

g dz Iz

M1in, M2in — 10OLs Of the characteristic equation: Bm2 +m;, +A2 =0.

Constructed homogeneous problem (23), (24) with respect to functions Ni(Win, z)...Na(Win, z) is invariant to the initial
calculated relations (14), (15).

Systems (21), (23) are reduced to the following equations with respect to K>(Ain, z), Na(Win, 2):

d8 6 4 d2
(—4' Clin——( t€2in —— + €3 F+ €4in ]{KZin,NZin} =0. (25)
z

In the paper, coefficients ej;,...eq;, are not given due to the limitation of its volume.

In equation (25), the left part is decomposed into commutative factors, presented below:

d? ) d? N d* , d? N
(?_Alin][P_FAZin dz—4+m3mP+m4m {KZin,NZin} :0, (26)
where Ay =~/Biin s Azin =~/Stin» M3, = €1in + By + Spis My = 4 Bi,Sin — real positive roots of the following
lin* 2in

characteristic equations:
4 3 2
Bin + elinB + €2in Bm + €e3in Bin +e4in = 09

in

€4i)
S; —(eli,, +Bliﬂ)Sz%1 +(€1,',,Bll~,, +B2 + e2in )S L 0.

lin in

lin
When examining a round rigidly fixed piezoceramic plate, the general integral of equations (26) has the following form:
{Klin » NZin } = {Dlin ;Elin } exp (Alinz) + {DZin 5 E2in } exp (_AlinZ) + {D3in ;E3in } sin (A2inz) + (27)

+{Dyin, Esin } 0 ( Azinz) +{ Dsin, Esin } sin( Asinz )+ { Din, Ecin } cos ( A3inz ) +
+{D7in ;E7in } Sin(A4inZ) + {DSin;ESin } COS(A4inZ)s

where
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0.5 0.5
2 4 2
_ m3m ++ m3m 4m4m | M3 TN _4m4in
A3in = 5 A4in - 5 .

2

It should be noted here that the condition of the actual positive values of coefficients Biis, Siin, A1in-..Aain is fulfilled
for most structures made of piezoceramic material. Otherwise, the formula structure (26), (27) simply changes.

Considering that the connections were previously obtained as a result of reducing (21), (23) to (25), we get expressions
for functions Ki(Ain, 2), K3(Xin, 2), Ka(iny 2), Ni(Niny 2), N3(Ainy 2), Na(Ain, 2).

Substituting Ki(Ain, 2)...Kas(hin, 2), Ni(Win, 2)...N1(Win, z) in conditions (22), (24) provides determining constants
Dujn...Dsin, Evin ... Egin and eigenvalues Ay, in.

The final expressions of functions U (n, z, £), W (n, z, t), ¢ (n, z, 1), ® (n, z, f) are obtained by applying the inversion
formulas (17), (8). Then, taking into account (6), (12), we have:

(r2) = 22 Ji( ]n [ (n,z t)+ZG(n Nin, )N (Win, 2) | K|

i=1

}, (28)

|

n=1

W(r,z,t)=VI/1(t) Z (( {Hz nzt +ZG(n Nin, t)Nz Win, Z ||K,,,
]'l i=1

I" z, t) ZZ JO J.ﬂrz) [H} (n Zt ZG(V! )\am,t)N3 Hln,Z)”Km :la
i=1

JO (]n)
JO ]n
(r.z.1) :22 Ha(n,z1) ZG(n Do )N (pin, 2) [ K| .
JO (Jn i=1
Functions fi(z2)... fi2(z) are calculated from the simplification condition F... F4 when conditions (13) are satisfied:
0*H, OH» OH;
.2 . . . _
JnHi—a PR Y —JnH4 =0,
0°H, oH, 0°Hs = 0OH,
%) . 22 —
al]nHz—0462—2—612];1?4‘615];11'[3—aéaz—2+a7€—0,
0*H . O0H . 0*H . oH
—jiH5 +ag——> 2 s —a9]na—zl+aloijz—anaTzz—alz]nlﬂ—6113 624 =0,
0’H,
) _
]nH4_ 822 —0.

Function W(f) is determined from condition W(1, A, {) = 0:
Wi(0)==2 | Ha(nht)+ Y G(ndw, N (an ) [ Vo ()™
n=0 i=1

For a qualitative assessment of the induced electric pulse on its upper front surface, it is required to form two electrodes
with a radius of separation R and connect them to a measuring device. In this case, potential ¢o(7, 7), induced on two

equipotential surfaces is represented as:
(I)o(r,t):d)(n(l)H(R—I")-l—(I)oz([)H(I"—R), 29)

where H(...) — the Heaviside step function.
Substituting (29) into (5) makes it possible to define expressions for determining potentials do(), dpox(?):

R 1
J‘Dz\z:()l”dl" = J‘Dz\zzord}" = 0. (30)
0 R

As aresult of solution (30), functions ¢o(?), do2(f) are defined as follows:

bor (1) = 051 [01 (1) + 02 (1) +0s ()], b (1) = a;{—@(m

_p2
Ko ()+0i()
where

O (’):Rijl (jnR){alo Hi"(n Ot)Jra“—aH2 (nzt) _asOHy(nzt)

el JO jn Jn 62 |z=0 jn Gz |z=0
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+Z°°:G (Lin, Ot {@K] (b0 ) an dKz(x,-n,z) ay dKs (hn,2) }}
0

dz z=0  Jn dz |z=

Qz(t):Rzla”@Hz*(O,z,t) g O (02;) +Z‘°:G 10,01{ 1ale(k,-o,z) dK3 (Lio,z) ﬂ
0

—ag
oz |z=0 |z=0 P "Kl()" dz |z=0 dz |z=

O3 (1) = a3

o'—.x

I
(r t)rdr Q4 amja)] rt rdr,
R

dz  |z=0 dz |- JO(jn) Jn dZ =0 ju dz

on (1‘R2)2{a”dﬁo(2) () }MZ{MH_“)#—() _df_U}

2 dz |z=0 dz = Jo (]n) as Jn  dz  z=0 j. dz
In this case, the potential difference F(¢) is determined by the equality:
V(1)=dor () = oz (1)- (31)

Research Results. Numerical results are presented for a plate made of piezoceramics of the composition
PZT-4 14,11, 16]:
{C]], Cia, Ci3, C33, C55} = {13 9,7.78,7.3,11.5,2. 26}><1010 Pa, {811, 833} = {6 46, 5. 62} x 107 F/m,
{815, esl, 633} = {12 7 -5. 2 15. 1} C/m2 A=1 6W/(m K) o = 0.4x10~ 3 K- 1
k=3x10°J/ (m*K), gi1 = g33 = —0.6x10* C/(m*K), B, = 10*s, 0= 5.6 W/(m2 K).
The following case of temperature change ®] (r*,t*) is investigated:

of (r.t) = (I—Ej - {sm(ztgax t*jH(t:;xax —t*)+H(t* — bmax )},

where Tonay, tmax — maximum temperature value and the corresponding time (T mar =100°C, Ty = 20°C).

Figure 2 shows graphs reflecting at various points in time (t,fm =01 s) the change in temperature ®%(0, z, ¢) in the
thickness of the plate (b = 14x103 m, h* = 1x1073 m).

According to the calculation result, it is observed that due to the high coefficient of thermal conductivity and the small
thickness of the piezoceramic plate, the steady-state temperature regime is formed quite quickly (tfim =10 s) when it
reaches @*(0, z, ¢) on the lower front surface (z = h) 78°C (Fig. 2).

Figure 3 shows the change ©* (O, % , t) in time (t,*;,ax =3x10"° s) taking into account (represented by a solid line)

and without account for (represented by dotted line, B = 0) the relaxation of the heat flux (b = 14x103 m, h* = 1x1075 m).
It should be emphasized that the application of the hyperbolic Lord-Shulman heat conduction equation is needed only in

the study of a piezoceramic micro-dimensional structure with a very rapid change of (r*,t* )

©*(0,2,1),°C

60 \

1\

20 ™N

0.02

0.04

0.06
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Fig. 2. Diagrams G)*(O,z,t)—z: 1 —t=tmaw,2 —1t=10ma, 3— 1 =100t pax

@*(o, A z), °C

40

20

-

0 2x107* 4x107* 6x107* t

A
. . . h _ _ -
Fig. 3. Diagrams © (O,A,t) t(t —kbzt j
solid line — B=107(s), dotted line — =0

The numerical results of determining function ®"(r, z, f) show that when conducting a study of a structure made of
piezoceramic material, it is possible to neglect the impact of the rate of change of body volume and tension on the
temperature field, i.e., to use only the equation of thermal conductivity in calculations.

Figure 4 shows a diagram of movements W*(0, z, £) over time ¢, and Figure 5 shows the dependence of the change in
the radial component of normal stresses o.(r,z ) along coordinate r» at different points in time:

1= = tyax, 2= = 10t (t:;qu =1 s), solid line — z = 0, dotted line — z = A.
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Fig. 4. Diagrams W*(0, z, t) — t

Grr(r, Z, t)X 1 077, Pa

0.2 0.4 0.6 0.8 r

Fig. 5. Diagrams ,(r,z, ) = 7: | — £ = tyaes 2 — £ = 10t

It should be noted that under heating, the plate bends with increasing thickness; due to fixation, compressive normal
stresses on(r, z, f) are formed at all points. In the case of complete heating of the structure (¢ = 10¢,4), the value of normal
stresses o.(r, z, 10tmax) in the height of the section practically coincide (Fig. 5, Diagram 2, solid and dotted lines). At this,
on(r, 0, f) remains constant over the entire time interval ¢ > #,... (Fig. 5, solid line), and on the lower plane at the initial
moment of time o(r, 4, ?), it is significantly less (Fig. 5, Diagram 1, dotted line).

For a qualitative assessment of the induced electric pulse in the form of a potential difference ¥(¢) (31), two electrodes
with a radius of separation R = 0.7 and connected to a measuring device (Fig. 6, solid line) must be formed on the upper
front surface of the element in question. At this, determination of V() by connecting the upper and lower (grounded) solid
electrodated surfaces of the plate to the voltmeter (Fig. 6, dotted line) is ineffective.
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Discussion and Conclusion. The developed closed solution of the coupled axisymmetric thermoelectroelasticity
problem for a round plate made of piezoceramic material is more accurate than the solution that was developed when
solving problems in an uncoupled formulation. This is due to the fact that the calculated ratios obtained make it possible
to determine how the non-stationary temperature field affects the stress-strain state and the electric field of the element
in question, which makes it possible to describe the behavior of a round piezoceramic plate under the influence of
thermal and electrical loads with greater accuracy. In addition, it becomes possible to scientifically establish the
dimensions of two uncoupled electrodes, which provides measuring the induced electric pulse most effectively.
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Abstract

Introduction. All polymer materials and composites based on them are characterized by pronounced rheological
properties, the prediction of which is one of the most critical tasks of polymer mechanics. Machine learning methods open
up great opportunities in predicting the rheological parameters of polymers. Previously, studies were conducted on the
construction of predictive models using artificial neural networks and the CatBoost algorithm. Along with these methods,
due to the capability to process data with highly nonlinear dependences between features, machine learning methods such
as the k-nearest neighbor method, and the support vector machine (SVM) method, are widely used in related areas.
However, these methods have not been applied to the problem discussed in this article before. The objective of the
research was to develop a predictive model for evaluating the rheological parameters of polymers using artificial
intelligence methods by the example of polyvinyl chloride.

Materials and Methods. This paper used k-nearest neighbor method and the support vector machine to determine the
rheological parameters of polymers based on stress relaxation curves. The models were trained on synthetic data generated
from theoretical relaxation curves constructed using the nonlinear Maxwell-Gurevich equation. The input parameters of
the models were the amount of deformation at which the experiment was performed, the initial stress, the stress at the end
of the relaxation process, the relaxation time, and the conditional end time of the process. The output parameters included
velocity modulus and initial relaxation viscosity coefficient. The models were developed in the Jupyter Notebook
environment in Python.

Results. New predictive models were built to determine the rheological parameters of polymers based on artificial
intelligence methods. The proposed models provided high quality prediction. The model quality metrics in the SVR
algorithm were: MAE — 1.67 and 0.72; MSE — 5.75 and 1.21; RMSE — 1.67 and 1.1; MAPE — 8.92 and 7.3 for the
parameters of the initial relaxation viscosity and velocity modulus, respectively, with the coefficient of determination
R?— 0.98. The developed models showed an average absolute percentage error in the range of 5.9-8.9%. In addition to
synthetic data, the developed models were also tested on real experimental data for polyvinyl chloride in the temperature
range from 20° to 60°C.

Discussion and Conclusion. The approbation of the developed models on real experimental curves showed a high quality
of their approximation, comparable to other methods. Thus, the k-nearest neighbor algorithm and SVM can be used to
predict the rheological parameters of polymers as an alternative to artificial neural networks and the CatBoost algorithm,
requiring less effort to preset adjustment. At the same time, in this research, the SVM method turned out to be the most
preferred method of machine learning, since it is more effective in processing a large number of features.

Keywords: rheology, polymers, artificial intelligence, machine learning, k-nearest neighbors, support vector regression
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IIporHo3upoBaHue peoIOrnyecKuX NapaMeTpoB NOJIUMEPOB METOAAMH
MAIIMHHOIO 00y4eHus!
T.H. KongparnseBa '~ <, A.C. UenypHeHKo

JIoHCKOM rocyapCTBEHHbIN TEXHUYECKUI yHUBEPCUTET, T. PocToB-Ha-JloHy, Poccuiickas denepanus

D4 ktn618@yandex.ru

AHHOTANNSA

Beeoenue. JIns Bcex TNONMMEPHBIX MaTepHalIoOB M KOMIIO3UTOB Ha WX OCHOBE XapaKTepHBI SBHO BBIPAXKEHHBIC
peosioruuecKre CBOMCTBA, MPOTHO3UPOBAHUE KOTOPBIX SBJSIETCS OJHOM M3 Ba)KHEHIIMX 3a/1ad MEXaHUKH IOJHUMEPOB.
Bbonpiie BO3MOMKHOCTM ISl IPOTHO3UPOBAHMS PEOJIOTHUECKUX IapaMeTpOB IOJIMMEPOB OTKPBIBAIOT METOJIBI
MalIMHHOTO 0O0yd4eHus. PaHee mnpoBOOMINCH HCCIENOBaHMA Ha IpPEAMET IOCTPOSHMS IIPOTHO3HBIX MOAENeH ¢
HCTIOJH30BAHNEM HMCKYCCTBEHHBIX HEWPOHHBIX ceTeit m anroputma CatBoost. Hapsany ¢ stumu meromamu, Oiaromaps
BO3MOXKHOCTH 00pabaTeiBaTh [aHHBIE C CHJIBHO HEJIMHEHHBIMH 33aBUCHMOCTSIMH MEXAY NPH3HAKAMH, LIMPOKOE
MIPUMEHEHHNE B CMEXHBIX 00JIACTAX HAXOISAT METO/AbI MAIIMHHOTO O0YYEHHUs] — METOA k-OnmKalImx coceiel 1 MeTox
OTIOPHBIX BeKTOPOB (SVM). OtHako paHee Kk mpobieMe, pacCMOTPEHHOI B IaHHOM cTaTbe, 3TH METO/IbI HE IIPHUMEHSIIHCH.
Lenpto paboTel siBUIIACh pa3pabOTKa IMPOTHO3HOW MOJENH JUIS OLEHKH PEOJIOTMYECKHX IapaMeTpOB IOJMMEPOB
METO/IaMH UCKYCCTBEHHOTO MHTEIUIEKTa Ha IPUMepe MOJTMBUHIIIXJIOPHIA.

Mamepuanvt u memoodsl. B paboTe TPUMEHEHBI METON k-ONMIKANIINX COCeNeH W METOJ| OTOPHBIX BEKTOPOB JIIS
OIIpEJICTICHUsI PEOJIOTMYECKUX IapaMeTpOB IOJIMMEPOB HAa OCHOBE KPHUBBIX pellakcali HanpspkeHud. OOyueHne
Mo,uenei/i BBITIOJIHAJIOCHh HA CHHTCTUYCCKUX JJaHHBIX, CTCHCPUPOBAHHBIX Ha OCHOBC TCOPCTUYCCKUX KPUBBIX pelaKkCalluu,
MMOCTPOEHHBIX C UCIOJIb30BAHUEM HEJIMHEHHOTo ypaBHeHUs1 MakcBenna-I'ypeBuua. BxoaHbIMu napameTpamMu Mozenei
BBICTYIIANIN BEJMYMHA JehopMaluy, IIpu KOTOPOH MPOU3BOAMIICS HKCIIEPUMEHT, HaYaIbHOE HANpPSDKCHUE, HANPSHKEHHE
B KOHIIE IIpOLIECcCa PENlaKCallly, BPEMs pENlaKCalliy M YyCIOBHOE BPeMsl OKOHUAHHMS Npoliecca. BrIxomHble mapaMeTps:
MOIYJlb CKOPOCTH M KOI(Q(UIMEHT HadalbHOM pENaKCallMOHHON BS3KOCTH. Mozenn pa3paboTaHsl B cpene
Jupyter Notebook na si3p1ke Python.

Peszynomamut uccnedosanusn. ITocTpoeHs! HOBbIE IPOTHO3HBIE MOAEIH UL ONPEIEICHUS] PEOJIOTHIECKUX TapaMeTpOB
MOJIMMEPOB HAa OCHOBE METOZOB MHCKYCCTBEHHOTO HHTeUIeKTa. [IpemnokeHHbIe Mozenn oOecreunBaroT BBICOKOE
KauecTBO MPOrHO3MPOBaHMs. MeTpuku KkadecTBa Moaenu B amroputme SVR cocraBmstor: MAE — 1,67 u 0,72;
MSE —5,75u 1,21; RMSE — 1,67 u 1,1; MAPE — 8,92 u 7,3 nns nmapameTpoB HaualbHON peJaKCalMOHHOMN BSI3KOCTH
1 MOJIyJIsl CKOPOCTH COOTBETCTBEHHO ¢ Kod(dupenTom nerepmunanuu R2 — 0,98, PaspaGoTaHHbIE MOJENHN ITOKA3AIN
CPelHIOI a0COJIOTHYIO IIPOLCHTHYI0 oOmMOKy B auanazoHe 5,9-8,9 %. IloMHMO CHHTETHYECKMX JaHHBIX,
pa3paboTaHHbIE MOAEIH TaKKe apOOMPOBAIACH Ha PEATbHBIX YKCIIEPUMEHTAIBHBIX JAHHBIX JUIA TONIMBUHIIXIOPHIA B
muarazoHe temreparyp ot 20 mo 60 °C.

Obcyrncoenue u 3axnrouenue. Atnpodamus pa3pabOTaHHBIX MOJENEH Ha pPeaJbHBIX SKCIEPUMEHTAIbHBIX KPHUBBIX
MIO0Ka3aja BBICOKOE Ka4eCTBO WX ANNPOKCHMAIIMH, COTTIOCTABUMOE C JPYTMMH MeTojaMH. TakuMm o0pa3oM, ajrOpHUTMBbI
k-Onmxaiimmx coceneid 1 SVM MOTYT HCHOB30BATHCS JUIsl HPOTHO3UPOBAHMS PEOJIOTMYECKUX TapaMETPOB HOINMEPOB
KaK ajJbTepPHATHBA MCKYCCTBEHHBIM HEHpPOHHBIM ceTsiM M anropurmy CatBoost, TpeOyromass MEHBIIMX YCHIMH MO
MIpeABapUTENLHOM HacTpoiike. [Ipn 3TOM B JTaHHOM McCieI0BaHUU HanOosIee MPEANOYTHTEBHBIM METOJOM MAIIUHHOTO
o0yuenust okazaiucs Mmero] SVM, Tak kak oH Oosee 3¢ pekTuBeH B 00paboTKe OOIBIIOT0 YHCIIA IIPU3HAKOB.

KioueBble cjioBa: peosiorusi, MOJUMEpPbl, UCKYCCTBEHHBIH MHTEIUIEKT, MAIIMHHOE O0y4eHHe, k-OnKailine coceu,
OTIOpHAas BEKTOPHAs perpeccus

BbaaroaapHocTu. ABTOPHI BEIPaKAIOT 0JIaroJapHOCTh PEAAKIINY U PEIICH3eHTaM 3a BHUMATEIbHOE OTHOIIEHHE K CTaThe
Y YKa3aHHBIE 3aMEYaHus, KOTOPHIE TI03BOJIMIIN TIOBBICUTE €€ Ka4eCTBO.

Jas uurtupoBanus. Kouapatsesa T.H., Uenmypuenko A.C. [IporanozupoBanne peooTHIECKUX MapaMeTPOB MOJIMMEPOB
METOJaMH MaIlIMHHOTO oO0ydeHus. Advanced Engineering Research (Rostov-on-Don). 2024;24(1):36—47.
https://doi.org/10.23947/2687-1653-2024-24-1-36-47

Introduction. Polymers are used in various industries, including the production of plastics, textiles, packaging
materials, and more. Accurate prediction of the rheological parameters of polymers is a complex task that is important
for optimizing production processes and creating products with desired properties.

Today, machine learning methods have gained great popularity in various fields, including chemistry and materials
science, due to their ability to efficiently process and analyze large amounts of data. These methods make it possible to
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predict the properties of materials. In [1], a platform based on machine learning was described, and the integration of
metrological support in the context of digital transformation was proposed. In [2], the local distribution of deformation,
the development of plastic anisotropy, and fracture in additively manufactured alloys were predicted. The problems of
developing measuring control regulators on digital platforms were formulated in [3]. An intelligent model for controlling
the parameters of overlap joint welding was built in [4]. However, the issues of using machine learning methods to predict
the rheological properties of polymers remain insufficiently investigated. This is caused by both technical and
methodological difficulties, such as the heterogeneity of the polymer structure, their sensitivity to external conditions,
and complex interactions between molecules during deformation.

Research in the field of rheological properties of polymers and composites using machine learning methods has great
prospects in the construction industry [S]. For numerous polymers, the experimental data are well described by the
generalized nonlinear Maxwell-Gurevich equation [6], which has the form for a uniaxial stress state [7]:

o _f”
ot n*”
fr=6-E.z", (1)
11 |f*
ST ep |
n"ome m

where ¢* — creep deformation, f~ — stress function, G — stress, E. — module of high elasticity, no — initial
relaxation viscosity, m" — velocity module.

Various intelligent machine learning models can be used to determine the rheological parameters of polymers, such
as the initial relaxation viscosity (hereinafter just “viscosity”’) and the velocity module [8, 9]. For example, one such
model is a neural network that can be trained on generated datasets to determine optimal polymer parameters [10].

Prediction based on synthesized data is a fairly common practice, including for nonlinear optimization
methods [11, 12]. One of the ways to generate data is the use of Rosenbrock, Himmelblau, and Booth functions [13],
which are effectively applied to test optimization methods such as gradient descent methods, genetic algorithms, and the
Newton method. This approach was applied in [14], where a data set based on theoretical stress relaxation curves using
the nonlinear Maxwell-Gurevich equation was generated to test the efficiency of various optimization methods.

In [15], several machine learning approaches were given to predict the durability of a reinforced concrete beam, such
as a neural network of back propagation, linear and ridge regression, a decision tree, and a random forest. The input
parameters of the study were both various characteristics of the material and their properties, depending on the
environment (temperature, humidity). Finally, according to the results of the study, the back propagation model
determined a more accurate forecast (85%), the average values (MAE) and MAPE were 1.13% and 14.5%, respectively.

Another approach to solving inverse problems of creep theory using the neural network method is based on training a
model on large amounts of experimental data. In [16], a neural network model was developed, which was trained on data
obtained as a result of long-term experiments on polymer materials, and successfully predicted the viscoelastic behavior
of these materials. The data obtained from experiments on samples of various materials were used for the study.

Unlike the above-mentioned papers, the presented research is intended to promote the development of more accurate
and reliable methods for predicting polymer properties, such as the k-nearest neighbor method and the support vector
machine, which is important for various industries and science.

The research objective was to develop a predictive model based on artificial intelligence methods for analyzing the
rheological properties of polymers. Previously, the authors had already used a machine learning algorithm based on
gradient boosting CatBoost to process stress relaxation curves [17, 18]. CatBoost is one of the most powerful machine
learning algorithms applicable to solving not only regression problems, but also classification and ranking problems [19].

The CatBoost method can be useful for solving some tasks, but it also has its limitations and disadvantages. In this
regard, there is an interest in using other algorithms mentioned earlier [20] to solve the problem.

Materials and Methods. The generated data array is partially presented in Table 1. This array was formed on the
basis of theoretical stress relaxation curves described by the Maxwell-Gurevich equation, according to the technique
presented in [14]. The variation ranges of the velocity modulus and the initial relaxation viscosity in the generated array
correspond to the real ranges for polyvinyl chloride in the temperature interval from 20° to 60°C. The total number of
numerical experiments (n) was 30,000.
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Table 1
Table of initial data for training the model
) Strefss ?tt ¢ | Stressatthe Relaxation | Conditional end | Velocity | Yiscosity
Deformation, beginning of end of the . . £ 1ne
No time time of the module No, 10°,
% the process 6o, | process Ow, fh ) i h . MPa
MPa MPa " process fs, ) MPas
1 1.000 10.000 0.909 0.277 1.484 6.000 3.000
2 2.000 20.000 1.818 0.109 1.003 6.000 3.000
3 3.000 30.000 2.727 0.046 0.820 6.000 3.000
4 1.000 10.000 0.909 0.861 4.615 6.000 9.333
5 2.000 20.000 1.818 0.339 3.122 6.000 9.333
6 3.000 30.000 2.727 0.142 2.552 6.000 9.333
7 1.000 10.000 0.909 1.445 7.747 6.000 15.667
29997 3 45 37.5 0.285 2.476 15 53.666
29998 1 15 12.5 1.003 4.255 15 60
29999 2 30 25 0.558 3.371 15 60
30000 3 45 37.5 0.319 2.769 15 60

The data set consisted of five input variables and two output variables. Input variables (unit measure):
deformation — ¢ (%); stress at the beginning of the process — o (MPa); stress at the end of the process — 6. (MPa);
relaxation time — ¢, (h); conditional end time of the process — #s (h). Output variables (unit measure): velocity

module — m" (MPa); initial relaxation viscosity — Mo (in Table 1 and further, simply “viscosity”) (10° MPa-s).

Values ©y,, G, , ty, and fos are schematically shown on the typical stress relaxation curve (Fig. 1).

A

9

Go

(0, —0.,)e

&
<

0.05 (6, —0,,)

Fig. 1. Typical stress relaxation curve

The k-nearest neighbor (k-NN) algorithm is based on the similarity analysis of nearby objects. The £-NN method is in

great demand for solving various types of machine learning tasks.
Formula (2) represents the general form of the algorithm, where w(i, x) — weight function evaluating the importance
of the i-th neighbor.

Mechanics
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F(x)=argmax ey Zil[xi;x =y]w(i x). @)

The maximum total weight can be achieved for several objects at the same time. The entropy of this process can be
adjusted using nonlinear sequence w(i, x) = [i < k]q' (exponentially weighted k-nearest neighbor method) provided that
0<¢g<0.5.

Representing a fairly simple machine learning algorithm, A~-NN is well applicable to solving classification and
regression problems. The advantages of this method are ease of implementation, no need for pre-training of the model. It
is used for all types of data, including categorical and numeric. Disadvantages: a tendency to over-training (provided that
k is too small), poor performance with large amounts of data, it is not possible to take into account the relationship between
the signs.

The support vector algorithm — support vector regression (SVR) — solves the problem of minimizing the sum of the
mean absolute error. SVR is more resistant to outliers, unlike the least squares method, due to the regularization
coefficient (C) and the “epsilon-insensitive tube” (g). In this case, € determines the width of the tube in which errors are
ignored. Stochastic gradient descent is used to find the minimum of the function.

The support vector machine learning algorithm is function F(x) of approximation and regularization of empirical risk,
which converts training and test samples into output data for each object of the corresponding sample. Formula (3)
represents the general form of the algorithm, (4) is a linearly separable sample, (5) is a linearly inseparable sample, where
C — regularization coefficient, M(w, wy) — scalar product of vectors (feature and support vector), w,— weight
coefficients.

! Iy 2 .
F(x)—Czizl(l—M,-(w,wo ))+5||w|| —)mmF(x). 3)

w,Wo

Ly g2 . .
Sl = min £ (x); @)
Mi(wowo)21,i={1:1}.

%”w"2 +Cz;g,- N TZ,ZF(X)’ .
Mi(wowo)=1—g;,i={1:1}; ®)

g 20,i={1:1}.
Function X (x,x’) is a function of a pair of objects (x,x’), , I representable as a scalar product in some space H, for

which transformation y:X — H takes place. Function K:XxX —>R — kernel if K (x,x')=(y(x),y(x')),,

provided that K is symmetric: K (x,x') = K (x,x') and nonnegative definite: IjK(x,x’)g(x)g(x’)dxdx '"Vg:X >R

The regularization coefficient is determined by the sliding mode control method.

Advantages of the SVM method are as follows: high accuracy in classification problems in nonlinear spaces; ability
to work with a large number of features (including categorical and numerical), generalize data (which provides
applying the model to new data), work with data that are not linearly separable due to the use of kernel functions.

Disadvantages of the SVM method include inefficiency of working with large amounts of data; low interpretability
of the model; the requirement to configure numerous parameters, such as the type of kernel (its parameters,
regularization parameters), etc.

In this research, algorithms are developed in the Jupyter Notebook intelligent computing environment using
machine learning methods.

m
i=

As a learning algorithm, function F(x) is considered. It transforms training sample {x,-} L EX " and test

sample {x; '}le e X' into output data when training { yi};, € X" and testing {y; ’}izl e X' for each object of the
corresponding selection. The training of the vector of parameters w; € W is embedded inside the algorithm.

Under the conditions of the presented problem: { y,-} — actual values of viscosity ny (at the beginning of the

m
i=1

relaxation process) and velocity module m"; { Vi ’}:’il — predicted values of viscosity mj (at the beginning of the

relaxation process) and velocity module m”.
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The selection of such a parameter as the number of neighbors affects the generalizing ability of the developed
model and is important for its correct operation. The most suitable algorithm for calculating distance based on data is
Distance, in which the weights of objects are inversely proportional to their distance. Accordingly, in the case of closer
neighbors of the query object, they have more influence than their neighbors located at a greater distance from the
object.

The data set was divided into training and test samples in a ratio of 75/25. In turn, 20% of the training sample
became validation. The sample size was: training — X4in = 20,400; test — x5 = 6,000; validation — x.,a; = 3,600. For
variables Viain, Viests Veval, the data were distributed in a similar way.

To build the k-nearest neighbor model, the following parameters were selected: number of neighbors, sheet size,
interval, and weight function. The range and functionality of the values for the configurable parameters are shown in
Table 2.

Table 2
Parameter table for £-NN model
No Parameter Value Functional
1 Number of neighbors (k) 3,5,7,9 Determines optimal number of neighbors for query
Determi f i i fi
) Sheet size (n) 15,20, 30 etermines speed o quejrylng and required memory for
storing the tree
3 Interval (p) 1(11),2 (12) Defines power parameter (Minkowski metric)
4 Weight function (w) "uniform', 'distance’ Predicting weights

To build the SVR model, the following parameters were selected: kernel type, kernel order, regularization
coefficient (quadratic regularizer), €. The range and functional values for the adjustable parameters are presented in
Table 3.

Table 3
Parameter table for SVR model
No Parameter Value Functional
1 Kernel type 'linear'; 'poly"; 'rbf'; 'sigmoid' Defines type of hyperplane (linear/nonlinear)
2 Kernel order 1,2,3,4,5,7 Defines degree of polynomial function of kernel

Solves problems of vector multicollinearity

3 Quadratic regularizer (C) 2:3:4;5;7;10 and model retraining

Determines deviation of the object (proximity

4 € 0.1;02;0.5;1;1.5;2;3
measure)

Research Results

Figure 2 shows the correlations between the variables.

The following types of linear correlations between individual input and output variables of the model can be noted:

- strong enough — between the variables “Deformation” and “Stress at the beginning” ps, = 0.93; “Relaxation
time” and “End time of the process” py,; = 0.93;

- average — between the variables “Deformation” and “Stress at the end” ps,. =0.71; “Stress at the beginning”
and “Stress at the end” psys,, =0.75;

- weak — between the variables “End time of the process” and “Viscosity” pyq.es =0.58; “Viscosity” and
“Relaxation time” py.; = 0.46.

The presence of a moderate correlation between variables or its absence indicates only the absence of a linear
relationship; therefore, it is possible to have a nonlinear relationship between variables.

Mechanics
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Fig. 2. Correlation matrix
Table 4 shows the statistical characteristics of the original data set.
Table 4
Statistical characteristics of the original data set
Parameter € o O t tos m" ns
Unit measure % MPa MPa h h MPa 10°MPa-s
count 30,000.00 | 30,000.00 | 30,000.00 | 30,000.00 | 30,000.00 | 30,000.00 30,000.00
mean 2.00 25.00 15.78 0.75 441 10.50 31.50
std 0.82 10.77 9.10 0.94 4.40 2.87 18.19
min 1.00 10.00 091 0.00 0.07 6.00 3.00
max 3.00 45.00 37.50 10.04 38.02 15.00 60.00

The best parameters for the k-nearest neighbor model were determined as a result of 5-block cross-validation (Table 5).

Table 5
Best £-NN model parameters
Parameter Number of neighbors (k) Sheet size (n) Interval (p) Weight function (w)
ng 3 15 2 'distance’
m" 5 15 2 'distance’
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The best parameters of the SVR model for viscosity parameters m (at the beginning of the relaxation process) and

velocity module m* were obtained empirically (Table 6).

Table 6
Best parameters of SVR model
Parameter Kernel type Kernel order Quadratic regularizer €
ns 'tbf' 2 5 0.3
m" 'tbf’ 3 6 0.3

The ratio between the real and predicted values for the ~-NN model in terms of the parameters “Viscosity” and
“Velocity modulus” is shown in Figures 3, 4.
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Fig. 3. Diagrams of prediction errors of k&-NN, “Viscosity”
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Fig. 4. Diagrams of prediction errors of &-NN, “Velocity module”
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The ratio between the real and predicted values for the SVR model according to the parameters “Viscosity” and

“Velocity module” is shown in Figures 5, 6.
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The metrics of the developed models of k-nearest neighbors and support vectors are presented in Tables 7 and 8§,
respectively.

Table 7
Metrics of the developed A-NN models
Parameter MAE MSE RMSE MAPE (%) R2train R?test
ns 1.8 6.8 2.6 5.9 1.00 0.98
m" 0.7 0.8 0.9 6.9 0.99 0.98
Table 8
Metrics of the developed SVR models
Parameter MAE MSE RMSE MAPE (%) R?train R®test
ns 1.67 5.75 1.67 8.92 0.98 0.97
m" 0.72 1.21 1.1 7.3 0.89 0.87

In addition to synthetic data, the developed models were also tested on real experimental data presented in [13].
Experimental relaxation curves of polyvinyl chloride were used for various temperatures in the range from 20° to 60°C.
In Figure 7, the experimental stress values at different temperatures at different points in time are marked with felt-tip
pens, and solid lines show stress relaxation curves based on values m” and n; predicted by the models.

6, MPa g

=—T=60°C

T=50°C
m—T'= 40 °C
—T=30°C
m—T=20°C

35" i " i F ] " n
0 20 40 60 80 100 120 140 160 ¢ min

Fig. 7. Results of testing the model on experimental data

Discussion and Conclusion. Figure 5 shows that the quality of prediction based on experimental data is quite high,
specifically, for temperatures of 30°C, 50°C and 60°C. For other temperatures, the prediction quality is somewhat lower,
which is due to the quality of the experimental curves themselves. It was necessary to extend the experiment time and
wait for the curves to reach the horizontal asymptote.

In this research, the most preferred method is the support vector machine (SVM). This is due to the fact that SVM can
process data with a large number of features, which is important for the analysis of rheological parameters of materials.
In addition, SVM works with nonlinear dependences between features, it is applicable to solve the regression problem,
which is required to determine the rheological parameters of materials.

However, the CatBoost method can also be effective in this task, especially, if there are categorical features in the data. In
addition, CatBoost can process missing data, which can be important for analyzing rheological parameters of materials.

The k-nearest neighbor method is less preferable in this task due to its low efficiency in processing a large number of
features, as well as the presence of problems with high data dimensionality.

In the course of the investigation, it has been shown that the use of machine learning methods makes it possible to
effectively analyze and process large amounts of data, including information about the characteristics of polymers and
their rheological properties. The model developed on the basis of such an analysis maintains high accuracy in predicting
the rheological parameters of polyvinyl chloride, which is confirmed by the results of cross-validation and comparison to
experimental data.
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One of the key advantages of this approach is the ability to automate the process of predicting the rheological
parameters of polymers, which reduces the time and cost of research and development of new materials. In addition, the
model can be easily adapted to analyze other types of polymers and predict their properties.

As aresult of this research, a predictive model has been developed to evaluate the rheological parameters of polyvinyl
chloride using artificial intelligence methods based on data of its characteristics and rheological properties. The model
demonstrates high prediction accuracy and can be used to optimize the production and development of new polymer-
based materials.
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Abstract

Introduction. Improving the calculation methods of mechanical engineering facilities is an urgent and in-demand task.
This fully applies to the techniques of calculating the strength of all-welded gastight boiler structures. Normative
calculation techniques are based on simplified models that give limited possibilities for optimizing these structures. The
low calculation accuracy inherent in such techniques is unacceptable under real design conditions, when an engineer is
faced with the task of developing competitive structures in a short time, i.e., reducing metal consumption while providing
the strength of these structures with limited development time. The use of simplified models was justified in the past,
under conditions of insufficient development of computer technology. Application of the most advanced techniques based
on computer modeling makes it possible to increase the accuracy of calculations, provide the optimization of such
structures, and improve the quality of design. The objective of this study was to develop a new special procedure for
calculating the strength of all-welded gastight structures based on computer modeling, using the most advanced methods
of modeling the membrane wall and factors affecting it. The accompanying task was to verify the developed procedure
based on comparing the results of calculations using the developed technique and the normative method.

Materials and Methods. The developed technique is based on the replacement of the membrane wall with an orthotropic
plate or shell. Computer modeling was used applying the finite element method of all-welded gastight structures, and the
impacts to which they were subjected during operation, as well as an effective method for assessing the technical condition
of these structures.

Results. A new two-stage technique for calculating the strength of increased accuracy of all-welded gastight boiler
structures was developed and patented. The calculation results were compared according to the proposed procedure and
the normative method. It was shown that the proposed technique made it possible to increase the accuracy of modeling
and calculation. The error in calculating all-welded gastight structures of a high-power boiler was reduced by more than
30% for the recommended steps between stiffeners. For specially reinforced membrane walls with steps exceeding the
permissible values, the error reduction reached 70% or higher.

Discussion and Conclusion. The developed technique is used in the modeling and calculation of all-welded gastight
structures. Its application makes it possible to optimize the step between the stiffeners of the structure of the support and
connecting nodes of gastight membrane walls. Based on the results of the application of the two-stage calculation
procedure, new designs were developed and patented. The developed technique has been used in the real design of boilers
since 2014.

Keywords: boiler unit, all-welded gastight structures, membrane walls, plates, shells, orthotropic plates, mathematical
modeling, finite element method
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AHHOTAUMA

Beeoenue. CoBepllieHCTBOBaHHE PACYETHBIX METOAUK OOBEKTOB MAIIMHOCTPOCHUS — aKTyalbHas M BOCTpeOOBaHHAS
3amaya. B moiHONH Mepe 3TO OTHOCHTCA M K METOIMKAaM pacyéra Ha INPOYHOCTh LEIBHOCBAPHBIX Ta30IUIOTHBIX
KOHCTPYKIMH KoTioarperaroB. HopmaTtuBHbIe pacuéTHBIE METOANKN OCHOBAHBI HAa YHPOUIEHHBIX MOJEISX, NMEIOIINX
OTpaHWYEHHBIE BO3MOXKHOCTH JUIS ONTHMHU3AIMK 3TUX KOHCTpyKnui. Huskas TouHOCTH pacuéra, mpucylnash TaKuM
METOMKaM, HEIpHeMJIeMa B yCIOBUSIX PEATEHOTO MPOEKTUPOBAHMS, KOT/Ia Iepe] MHKECHEPOM CTOST 331a4H pa3paboTKu
B C)KaTbleé CPOKM KOHKYPEHTOCIOCOOHBIX KOHCTPYKIHMH, TO €CTh CHIDKCHHUS METAUIOEMKOCTH Npu olecredeHun
MIPOYHOCTH 3TUX KOHCTPYKIHMH M OrpaHMYEHHOM BpeMEHH Pa3paloTKH. Mcrosip30BaHne yNPOIIEHHBIX MOJIENEH ObLIO
OlpaBAaHO B IPOIIIOM, B YCJIOBHAX HEAOCTATOYHOI'O PA3BUTHA KOMHBIOTepHOﬁ TEXHUKU. HpI/IMeHeHI/Ie HaI/I6OJ'ICe
COBECPUICHHBIX METOJUK, OCHOBAHHBIX Ha KOMIIBIOTEPHOM MOJCIMPOBAHNU, TTO3BOJIACT MMOBBICUTH TOYHOCTDH paC‘IéTOB,
00ecreynuTh ONTHMHU3ALMI0 TaKuX KOHCTPYKLMM, YIy4YIINTh KadyecTBO MpoeKkTupoBaHus. Llenb JgaHHOTO
HCCIeloBaHHs — pa3paboTKa HOBOW CIEHAIBHOW METOJWKU pacuéra Ha MPOYHOCTH LEIBHOCBAPHBIX Ta30ILUIOTHBIX
KOHCTPYKLHMI, OCHOBaHHOI Ha KOMIBIOTEPHOM MOJCIUPOBAHUM, ¢ NPHUMEHEHHEM HauOoJiee COBEPIICHHBIX METOINK
MOJEIUPOBAaHUST MEMOpPaHHOro 3KpaHa M (akTopoB, Bo3aeiicTByrommx Ha Hero. ComyTcTByMOLIEH 3amaueii aBTOpOB
CTaTBU SBJISUIACH BepU(UKanus pa3paboTaHHOH METOIMKH Ha OCHOBE CPaBHEHHS PE3yJIbTATOB PACYETOB C IPHMEHEHUEM
pa3paboTaHHOW METOIMKH 1 HOPMAaTHBHOTO METO/a.

Mamepuanst u memoods.. PazpaboraHHas MeTOAMKa OCHOBaHa Ha 3aMEHE MEMOpAHHOIO JKpaHa OPTOTPOIHOM
IUTAaCTHHON WM 00051049K0i. VCronp30BaHbl KOMITBIOTEPHOE MOJIEIMPOBAaHME C NPUMEHEHHEM METoJa KOHEYHBIX
9JIEMEHTOB II€JIFHOCBAPHBIX Ta30IUIOTHBIX KOHCTPYKIMH M BO3JIEHCTBHIA, KOTOPBIM OHH IOJBEpP)KEHBI B Mpolecce
9KCIUTyaTalllH, a TaK)Ke dIPPEKTUBHBIA METO]] OIIEHKH TEXHHYECKOTO COCTOSHHUS STHX KOHCTPYKIHH.

Pesynomamut uccnedosanus. PazpaboraHa HOBas JNByXdTallHas METOAMKA pacuyéTa Ha MPOYHOCTH IEITBHOCBAPHBIX
ra30IIOTHBIX KOHCTPYKIIMH KOTJII0arperaTos, NOTyYUBIIast TATSHT Ha H300peTeHue. [IpoBeieHo cpaBHEHUE PE3yIbTaTOB
paC‘-IéTOB 1o l'[pe)]J'IO)KeHHOﬁ MCTOAUKE W IO HOPMATUBHOMY METOY. HOKa3aHO, YTO MNPEAJIOKCHHad METOAHKaA
MO3BOJISIET TIOBBICUTH TOYHOCTH MOJCIHMPOBaHMS W pacuéra. [lorpenrHocTs pacuéra LETbHOCBAPHBIX Ta30IUIOTHBIX
KOHCTPYKIUH KOTJIa OOJBIION MOITHOCTH CHIKEHa Ooitee ueM Ha 30 % a7 peKOMEHIOBaHHBIX IIaroB MEXITy MOsICAMU
KeCTKOCTH. JId MOIKPEIUIEHHBIX CHeLHanbHbIM 00pa3oM MeMOpaHHBIX HSKPaHOB € IIaraMM, HPEBBIAIONIIMH
JOIYCTHMBIE 3HAYEHHS, CHIDKEHHE TTOTpeHoCTH gocturaet 70 % u BhIIe.

Oébcyscoenue u 3akniouenue. PazpaboTanHas METOANKA HCIONB3YETCs IPU MOJESTHPOBAHUN U pacyéTe LEeNIbHOCBAPHBIX
ra3oIUIOTHBIX KOHCTPYKUMH. [IprMeHeHWe ee TO3BOJseT ONTUMHM3MPOBATh IIar MEXIY I0sicaMHi YKEeCTKOCTH
KOHCTPYKIIMH OIIOPHBIX M COEIMHUTEBHBIX Y3JI0B ra30IUIOTHBIX SKpaHoB. I1o pe3ynpTaTaM NpUMEHEHHS JIBYXITalHON
pacy€THOM METOIMKH OBUTH pa3padOTaHbl HOBbIE KOHCTPYKIIMH, ITOJYYHBIINE MAaTEHTHl Ha n300peTeHus. Pazpaborannas
METOAMKA IPUMEHSETCS B pealIbHOM NMPOEKTUPOBAaHUH KoTiioarperatoBs ¢ 2014 rona.

KaioueBble ciioBa: KoTiioarperar, LEJbHOCBAPHBIE T'a30IUIOTHBIE KOHCTPYKIMH, MEMOpAHHBIE SKPaHbI, IUIACTHHBI,
000JI09KH, OPTOTPOITHBIE TUIACTUHBI, MATEMATHUECKOE MOJIEIIMPOBAHNUE, METO/L KOHEUHBIX 3JIEMEHTOB

Bnaroaapx—mcnl. ABTOpLI BbIpAXKaOT 6J'Ial"O,HapHOCTB peaaKkuu U pCUCH3CHTAM 3d BHUMATCIIbHOC OTHOLICHUEC K CTAThE
1 YKa3aHHBIC 3aMC€UYaHUs, KOTOPBIC IMTO3BOJIMJIN TOBBICUTH €€ Ka4CCTBO.

Jast murtapoBanus. Kypermun M.I1., CepOunoBckuii ML.IO. IlpuMeHeHHEe CHENMATBHBIX PACYETHBIX METOAUK IPH
NPOEKTUPOBAaHUM  LIENFHOCBApHBIX  Ta30IUIOTHBIX  KOHCTPYKIMH  KomioarperatoB. Advanced — Engineering
Research (Rostov-on-Don). 2024;24(1):48-57. https://doi.org/10.23947/2687-1653-2024-24-1-48-57
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Introduction. The normative technique of the strength calculation of all-welded gastight structures' is based on
replacing the screen with a structurally orthotropic Kirchhoff-Love plate with considerable simplifications. In this
model, the orthotropy of the plate properties is taken into account only when calculating bending forces. The major
objective of the introduced simplifications is to reduce the complexity of calculation formulas and, ultimately, the
overall complexity of calculations. The models underlying the technique include a gastight screen in the form of an
orthotropic plate, stiffener rings in the form of constant-section beams, and fasteners in the form of connections
between the wall and the stiffener rings.

The following assumptions are made in the model?:

1. The orthotropy of the gastight wall is taken into account by introducing ratio D. / Dy when calculating the bending
moment M- for an isotropic wall with cylindrical stiffness in a section perpendicular to pipes Dy, and in a section parallel
to pipes D..

2. When determining stresses at the midpoint of the panel, there is a hinged connection of the gastight screens to each
other in the screens of the all-welded box, since the fastening condition affects the nearest 6-8 pipes from the fixing point.

3. When determining the stresses in the corner of an all-welded box, there is pinching.

4. The action of two groups of forces is considered: active (boost and “buckling”) and reactive (emphasis on
stiffener rings). The remaining impacts (from the internal pressure in the pipes, weight and temperature factors) are
determined independently and taken into account at the stage of assessing the technical condition by the superposition
of forces method.

5. The calculation is based on the principle of assessing the structural strength by bearing capacity, which is
determined by the limiting state of the transition of the most loaded section from an elastic state to a plastic one. The
calculation is performed according to a conditionally elastic scheme.

A significant disadvantage of this scheme is the use of simplified models that do not fully take into account the
reinforcing, attached and other structural elements, their cross impact, as well as the effect of all influencing factors
causing a complex stress-strain state of the membrane wall. This technique has limited modeling capabilities, specifically
for membrane walls of complex shape, for which it is not applicable.

There are limits to the application of normative calculation formulas, constraining them due to design or loading
features®. For membrane walls, standard calculation formulas are not applicable for any cross-sections, except for a pipe
with a flat spacer. They are not applicable for membrane walls of complex shape. The maximum step size between
stiffener rings is limited. It is noted in the normative technique that it is allowed to use other methods of calculating the
strength of all-welded membrane structures, subject to providing the normative strength reserves. The technical
regulations of the Customs Union enable using a number of calculation methods in addition to regulatory formulas,
including computer modeling®. In regulatory documents, the strength calculation techniques that go beyond the
application of regulatory formulas are called alternative, or special. In connection with the above, the objective set by the
authors of this article — to develop a new special method for calculating all-welded gastight structures using computer
modeling, which allows for high accuracy and reliability of modeling and calculation results — seems highly relevant.

In the papers of Russian authors, models have already been proposed in which the membrane wall is replaced by a
statically indeterminate frame. Special calculation methods are successfully used to assess the strength and resource of
elements of boilers and power plants [1]. In the studies devoted to the calculation of gastight membrane walls, it is noted
that the methods based on the use of modern achievements in the area of numerical methods using computer modeling
are promising [2].

Recent studies on boiler membrane walls include the works of Milosevi¢-Miti¢ [3], Nagiar [4], Serti¢ [5], who
proposed a method for calculating boiler strength and determining temperature displacements and loads of supports based
on the Kirchhoff-Love theory and computer modeling using the finite element method (FEM) [6]. However, this technique
is characterized by an increased error due to the application of significant simplifications in the membrane wall model
(e.g., pipes are replaced with absolutely rigid bodies) [7]. The method of reverse transition from the plate to the wall and
assessment of its technical condition has not been proposed [8].

'RD 10-249-98. Calculation Standards for the Strength of Stationary Boilers and Steam and Hot Water Pipelines. URL:
https://docs.cntd.ru/document/1200021653 (accessed: 15.12.2023) (In Russ.).

2 RTM 24.031.06-73. Calculation and Design of Fastening Elements of the Wall System of Boiler Units with All-welded Panels: Technical Guides. Leningrad: RIO
NPO TsKTI; 1974. 39 p. (In Russ.).

3 GOST 34233.1-2017. Vessels and Devices. Norms and Methods of Strength Calculations. Moscow: Standartinform; 2019. 30 p. (In Russ.).

#CUTR 032/2013. Technical Regulations of the Customs Union. On the Safety of Equipment Operating under Excessive Pressure. URL:
http://docs.cntd.ru/document/499031170 (accessed: 15.12.2023) (In Russ.).
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High calculation accuracy was obtained through modeling membrane walls based on the general mechanics of a
deformed solid and measurements in numerical experiments with accurate solid-state models of the screen [9]. Effective
methods for modeling loads [10] acting on all-welded gastight structures have been proposed, which make it possible to
increase the accuracy and reliability of modeling these structures [11].

In general, modeling membrane walls using orthotropic plates is relevant if we take into account the complexity of
modeling and calculating membrane walls with many pipes and spacers using traditional solid-state computer simulation
techniques, for which there are strict limitations. These restrictions deal with the relative dimensions of the height of the
solid-state element to its length and width, which cannot exceed "% (aspect ratio metric [12]), with a ratio of membrane
wall thickness to its width of 1/400 or more.

When developing the new technique, the following objectives were set: increasing accuracy, reducing the complexity
of modeling and calculation, reducing the time of computational operations during optimization and evaluation of
strength, rigidity, stability, and durability of structures. It is known that membrane walls operate under conditions of
complex resistance and are simultaneously exposed to external forces, moments, pressure or rarefaction from the inside
of the boiler, pressure in pipes, an uneven temperature field, taking into account the cyclic effect of these parameters and
creep of materials at high temperatures. An additional, but rather important task of this development was to create a
convenient tool for cyclic optimization of the structure, which includes visualization of the results of making changes to
the structure in the form of stress, strain, and displacement fields.

Materials and Methods. The technique proposed by the authors involves replacing the membrane wall with an
orthotropic plate or shell. The membrane wall has a regular structure and a section that periodically changes in the
direction perpendicular to the pipes. Such a membrane wall can be considered as a structurally orthotropic plate, i.e., a
plate in a flat stressed state with elastic characteristics that differ in mutually perpendicular directions. The membrane
wall is a plate, and the bent screen is a shell since the diameter of the pipes, which determines the thickness of the screen,
is small compared to its other dimensions. The structural elements of a gastight boiler, which can be represented as
structurally orthotropic plates, are, first of all, membrane walls of the furnace, the transition flue, the convective shaft of
the boiler, and membrane superheaters.

The authors previously developed a two-stage modeling and calculation technique for all-welded gastight structures,
which received a patent for the invention [13]. It is based on the replacement of the membrane wall with an orthotropic
plate or shell, reliable modeling of all-welded gastight structures and the impacts to which they are exposed during
operation, and on an effective method for assessing the technical condition of these structures. Through the developed
technique, there are opportunities to optimize structures and reduce their metal consumption [14], which have not existed
before. New designs are worked out, the complexity of design is significantly reduced [15]. The problem of assessing the
technical condition of boiler structures containing membrane walls is solved by applying the most advanced modern
practices based on achievements in numerical modeling.

The method of calculating the strength of all-welded gastight structures consists of two stages. At the first stage, a
model of a box structure with screens in the form of orthotropic plates and/or shells is formed with a preliminary
calculation of their dimensional and physico-mechanical characteristics. The attached elements, including pipe connectors
with headers, festoons, stiffener rings, various fasteners, supports, reinforcement elements are modeled in the form of
rods, shells, connections, and boundary conditions. Then, local zones of orthotropic plates and/or shells with increased
displacements and deformations are determined, and the technical condition of the attached elements is assessed. At the
second stage, models are formed for places with exceeding the specified parameters, in which local zones of screens with
attached elements with increased displacements, stresses, and deformations are modeled by solid-state elements
(submodeling of local zones [12]). Conditionally elastic analysis is carried out. Health assessment in critical sections is
provided according to static strength conditions and optimization of the structure.

Research Results. The calculation of all-welded gastight boiler structures with a steam capacity of 8§10 tons of steam
per hour (TPE-360/T model) with dimensions of 14.48x14.24 m was performed. In the course of the work, the authors
compared the calculation results using the proposed procedure and the normative method.

Initial data for the calculation: the boiler membrane walls were welded from a 606 mm pipe of steel 20 with flat
spacers 80 mm wide, made of sheets of steel 20 with a thickness of 6 mm. The membrane wall was exposed to heating
from a furnace with a cooling medium in pipes with the following parameters: 16.3 MPa, 349°C (Fig. 1). The calculation
was carried out for buckling 3,000 Pa and emergency rarefaction 5,000 Pa.
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Fig. 1. Initial data for the calculation: heat flow perceived by the screen surface

The calculation was carried out in accordance with the requirements and formulas of normative documents
(“Calculation standards for the strength of stationary boilers and steam and hot water pipelines”, “Calculation and
design of fastening elements of the screen system of boiler units with all-welded panels”, “Technical Regulations of
the Customs Union”™).

The permissible step between the stiffener rings, according to the calculation results, is 4,012 mm at the furnace level
and 4,050 mm in the upper part of the furnace at marks 16.8 and 50.6, respectively.

The calculation of the boiler box using the technique presented in this paper was performed in two stages. The model
of the first stage included gastight screens of a furnace, a convective shaft, a gas reversing chamber, an aerodynamic nose,
and a ceiling superheater, made in the form of shells with elasticity parameters calculated using numerical methods [9].
The stiffener rings, festoons No. 1 and No. 2 with suspensions, suspensions of boiler screens, wall superheater were
modeled with beam-rod elements (Fig. 2). When comparing the results of the two calculations, it was reported that the
problem areas of the structures, determined by the first stage of modeling, converged with the design points of the standard
calculation: in the middle of the screen under the stiffener rings (point No. 1, Fig. 2 C), in the corner of the furnace
between stiffener rings (point no. 2, Fig. 2 B). At the same time, the new technique based on a more advanced model of
the boiler box made it possible to take into account the following technical solutions applied in the design of the boiler
box and aimed at optimizing and strengthening it: design of corner bracing in the form of lever mechanisms that allow
the force to be transmitted strictly along the axis of the adjacent screen; intermediate fasteners reinforced with combs-
ribs, providing free thermal expansion of the screen; longitudinal ribs under the stiffener rings in places where the standard
values of the steps between the stiffener rings are exceeded [15]; special designs of stiffener rings [16]; angle brackets;
seal boxes]. In addition, the model made it possible to take into account the effect of a wall-mounted radiant superheater
(attached to the screens through welding), festoons, stiffen boxes, and other structural elements.
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Fig. 2. Calculation of the boiler box of TPE-360/T model according to the developed technique:
A — shell-rod model (first stage of modeling); B — solid molel of the box corner (second stage of modeling); C — solid molel of
the midpart of the screen under the stiffener (second stage of modeling)

The model includes structures of a ceiling superheater, an aecrodynamic nose, a convective shaft, a gas reversing
chamber, and other elements, whose technical condition is difficult to assess using the normative technique due to its
limitations. The permissible step between the stiffener rings, according to the calculation, is 4,500 mm at the furnace
level, and 6,000 mm at the top of the furnace, which is higher than the values obtained through the normative technique.

Thus, it can be concluded that the impact of design solutions aimed at optimizing and strengthening the boiler box
(without increasing the number of stiffener rings) is significant. The results of the calculation according to the normative
technique, which does not allow taking into account these decisions, are excessively conservative. The calculation results
using the proposed method are more reliable, as they enable us to fully take these decisions into account.

A comparison of the calculation results obtained through different methods was carried out at two characteristic points
of the structure specified in the normative technique: point 1, for which the influence of attached and reinforcing elements
is minimal, at the calculated point 2, for which the influence of reinforcing elements is most significant (Table 1).
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Table 1
Calculated stresses in screen sections according to the normative and new technique, MPa
Design section, mark, m 16.8 50.6
Permissible stresses in the cross section of 1-2 screen, MPa 149.8 152.6
Permissible stresses in the cross section of 5—6 screen, MPa 158.4 161.8
Calculated combination of loads: weight, overpressure in pipes, buckling in the furnace space
Setting-out point according to the requirements of the normative L* w T w
technique
Equivalent str in th ti f1-2 i
quivalent stresses in the cross section o screen according 119.3 1217 141.4 145.9
to the requirements of the normative technique, MPa
Equivalent stres.ses in the cross section.of 5-6 sc.reen according 10.4 97.0 21.9 175.9
to the requirements of the normative technique, MPa
Equivalent stregses in the cross section of 1-2 s?reen according 135.6 109.2 149.0 1144
to the requirements of the developed technique, MPa
Equivalent stres'ses in the cross section of 5-6 scfreen according 18.1 554 274 0.8
to the requirements of the developed technique, MPa

Calculated combination of loads: weight, overpressure in pipes,

emergency rarefaction in t

he furnace space

Permissible stresses in the cross section of 1-2 screen, MPa

199.8

203.5

Permissible stresses in the cross section of 5-6 screen, MPa

217.8

2225

Equivalent stresses in the cross section of 1-2 screen according to
the normative technique, MPa

138.6

142.7

175.8

183.4

Equivalent stresses in the cross section of 5—6 screen according to
the normative technique, MPa

15.6

160.5

31.1

289.3

Equivalent stresses in the cross section of 1-2 screen according to
the developed technique, MPa

147.6

109.6

182.8

109.0

Equivalent stresses in the cross section of 5—6 screen according to
the developed technique, MPa

19.1

87.8

30.9

125.8

* in the middle of the wall, between the stiffener rings

** in the corner of the box

At point 1, a good coincidence of the results was obtained — with respect to the permissible stresses, the voltage

difference was no more than 11%. At point 2, the stress difference ranged from 33% for small and medium steps between
the stiffener rings to 73% for large steps between the stiffener rings. High stress values in all cases were given by the
normative technique.

The proposed method and model increase the reliability of simulating the behavior of the structure and the accuracy
of the calculation. One of the results of the calculations and optimization of the design is the distribution of stiffener rings
according to the height of the boiler furnace of TPE-360/T model. Table 2 shows the results of calculating the step of
stiffener rings: 1 — according to the normative technique, without taking into account the design features; 2 — according
to the calculation results using the developed techniques that provide more reliable simulation of the behavior of the
structure, taking into account the influence of all its elements, including additional reinforcing elements in the form of

stiffener rings, etc.
Table 2

Calculated and accepted steps between the stiffener rings

36.1 | 42 |50.6
3,962|4,000(4,050

25.8129.1| 32
3,974|3,979|3,971

83 |16.8]21.3
4,012(4,012|3,961

Design section', m

Maximum permissible step between stiffener rings?, mm

The adopted step between the stiffener rings following the
results of design optimization, mm

Fulfillment of the strength conditions for the accepted step
(yes/no)

1 — mark for the height of the furnace, where 0 — the floor level

2,660(4,500(4,4004,250)2,700|3,520|3,300|3,500(6,000

yes | yes | yes | yes | yes | yes | yes | yes | yes

2 — as per calculation according to the normative technique
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It can be observed that the use of special calculation methods makes it possible to avoid the installation of additional
stiffener rings for at least two characteristic places of the boiler furnace: at the place of installation of the burners (marks
from 16.8 to 25.8 m) and at the place of the reversing flue (50.6 m mark). This avoids overspending of metal and
complication of the structure due to the difficulties of simultaneous placement of burner devices and stiffener rings, and
elements of the reversing flue.

An assessment of the metal consumption was carried out. In this case, the weight of one stiffener ring with fasteners
is on average 3,500 kg. To meet the requirements of the regulatory calculation for the step between the stiffener rings, it
is required to install at least three additional stiffener rings at the furnace height from 16.8 to 25.8 m and 50.6 m. The total
metal consumption of such a constructive solution is 10,500 kg. Thus, the use of new special calculation techniques
provides ample opportunities for optimization and reduction of metal consumption while maintaining sufficient strength
of all-welded gastight boiler structures.

Discussion and Conclusion. A new technique for calculating and analyzing the technical condition and optimization
of membrane wall structures of boiler units has been developed on the basis of modern, most effective methods of
mathematical modeling of membrane walls with equivalent orthotropic plates, calculation of their geometric and physico-
mechanical parameters, special loads and impacts inherent in all-welded gastight structures. The use of new special
calculation techniques provides ample opportunities for optimization and reduction of metal consumption while
maintaining sufficient strength of all-welded gastight boiler structures.

The results of verification of the replacement of membrane walls with orthotropic plates were compared to the results
of field experiments on determining the angles of rotation of the vertices of the ribs under the action of a unit moment.
They showed that the displacement error did not exceed 14% for shell models implemented through the proposed
technique. At the same time, solid-state models give an error of up to 10%, i.e., slightly less when the number of finite
elements of the models is an order of magnitude larger (and the dimension of the model is up to 100 times higher,
depending on the type of element — linear or quadratic). This modeling error fully meets the requirements of modern
design, since the errors associated with manufacturing tolerances are in the range of 10—15% of the wall thicknesses of
pipes, sheets, and the weld leg [9].

The significant disadvantages of the normative technique are the scant possibilities for optimizing the design and
strength requirements in other ways, except for increasing the number of stiffener rings, which significantly increases the
metal consumption and causes growth of cost. This means that simplified models adopted in the normative calculation at
the time when computer engineering was insufficiently developed, limit the possibilities of optimizing structures in
modern design. This necessitates using special calculation techniques based on numerical computer modeling.

The technique proposed by the authors during the actual design of boiler units has shown its high accuracy and
efficiency, wide possibilities for optimizing the design, reducing metal consumption under maintaining sufficient strength,
the ability to significantly reduce the complexity of model formation and machine calculation time. In addition, the
reliability of behavioral modeling and calculation accuracy of all-welded gastight structures have been increased through
the use of modern numerical simulation techniques. They provide most accurate accounting of the features of structures
and their cross impact, and the effect of all influencing factors, as well as calculating screens of complex shape. Through
the developed techniques, the calculation error has been reduced by more than 30% for the recommended steps between
the stiffener rings. For specially reinforced membrane walls with steps exceeding the permissible values, the error
reduction reaches 70% or higher.

The application of the proposed technique makes it possible to decrease the number of finite elements of models of
structures with screens by several orders of magnitude compared to similar solid-state models of the screen, reduce the
complexity of forming models of structures with screens. The time of computational operations in calculating the stress-
strain state of all-welded gastight structures is significantly improved. And finally, the complexity of modeling and
calculation is significantly reduced while maintaining sufficient accuracy [13].

The authors note that the technique they developed for calculating the strength of all-welded gastight structures is
generally intended for the use in the design and optimization of thin-walled structures with periodically changing cross-
section and internal channels in the walls, which can be simultaneously exposed to external forces, moments. In this
particular case, these are thin-walled structures made of tubular membrane walls of steam and hot water boilers, i.e., all-
welded gastight structures with all structural elements attached to them, e.g., elements of the support and suspension
system, fasteners, burners, blast nozzles, etc.

This technique is implemented on medium-powered personal computers and can be put into practice of real design of
boiler-building enterprises and design organizations of other branches of mechanical engineering, which use plates and/or
shells with regularly changing cross-sections.
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The proposed technique has been used in the real design of boiler units since 2014, including power boilers
Pp-1030-25.0-570/570GM,  E-220-9.8-540GM, E-500-13.8-560G (model TGE-440), PP-1900-25.8-568/568 KT,
E-540-13.8-560GN (model TGE-225, E-540-13.8-560GN (model TGE-224/S7), E-810-13.8-560BT (model TPE-360/T).
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Abstract

Introduction. The combined effect on the phase transformation process, involving a combination of heat treatment and
external action, is a major technology solution for obtaining the required properties of steel products. When hardening
steel in a constant magnetic field with a strength of 1-2 MA/m, martensite formation is observed at higher temperatures.
In addition, when compared to conventional hardening, there are changes in structure and properties. Such effects cannot
be explained only in terms of thermodynamics, since the expected shift in the equilibrium temperature between austenite
and martensite in a magnetic field of such strength does not exceed 4-8°C. To explain the effects that occur during
hardening in a magnetic field, it is proposed to consider the features of martensitic transformation in highspeed steel when
exposed to an external magnetic field in the temperature range of austenite superplasticity. This research was aimed at
identifying the features of martensitic transformation in the presence of a constant magnetic field in steel with account
for the phenomena occurring in the premartensitic state.

Materials and Methods. Samples made of steel R6MS were used. Characteristics of the martensitic transformation were
studied using the potentiometric method of electrical resistance. The data were recorded using an L-CARD E14-440
analog-to-digital converter with the LGraph2 software package. The sample was heated by passing current. The sample
was placed in the interpolar space of an open-type laboratory electromagnet FL-1, which provided the creation of a
magnetic field with a strength of 1.2 MA/m.

Results. The obtained differentiated dependences were characterized by electrical resistance anomalies (low-temperature peaks)
at a temperature corresponding to the appearance of a ferromagnetic phase as a result of martensitic transformation. In a
magnetic field, the development of martensitic transformation began at a higher temperature, which could not be explained in
terms of thermodynamics. Thus, the formation of stress martensite was observed in microvolumes of austenite with
ferromagnetic ordering, which perceived the energy of the external field through magnetostrictive stresses. Under conditions of
superplastic austenite, such stresses were sufficient to initiate shear transformation. The minimum possible size of lattice
instability fluctuations (1.372 nm) was determined.

Discussion and Conclusion. Exposure to a magnetic field under hardening intensified the processes of some magnetic
decomposition of austenite. At temperatures close to the beginning of the martensitic transformation, the existing areas
of magnetic inhomogeneity were superimposed on the effects of the phenomenon of instability of the crystal lattice. In
the temperature range M,-M;, when austenite exhibited superplasticity, the formation of stress martensite in microvolumes
of austenite with ferromagnetic ordering was significantly facilitated.

Keywords: stress martensite, magnetic field, superplasticity, lattice instability, steel, hardening
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3aposkaeHre MAPTEHCUTA HANIPSIKEHUS B COCTOSTHMH NMPeAMAapPTEeHCUTHOM
HEYCTOMYHMBOCTH PELIeTKH

10.B. Joaraues"= D4, B.H. IlycroBoiit *~', F0.M. Bepuuropos
JloHCKOM rocyaapcTBEHHbIN TEXHUYECKUI yHUBEpCUTET, T. PoctoB-Ha-JloHy, Poccuiickas deneparus

04 yuridol@mail.ru

AHHOTANNSA

Bgeoenue. KoMOrHNPOBaHHOE BIUSIHUE Ha Ipoliecc (ha30BOTo MPEeBpaleHus, IPEATIONAararolee COueTaHue TEPMUIECKOH
00pabOTKH C BHELITHIM BO3/ICHCTBHEM, SIBIACTCS aKTyaIbHBIM TEXHOJIOTHIECKUM PEIeHHEM IS IIOJTy9eHUsI HEOOXOAUMBIX
CBOHCTB CTaJbHOW TpOAYKIMH. [IpM 3akajke cTajy B IMOCTOSHHOM MAarHHUTHOM TIOJNE HAaIpsHKEHHOCTBIO -2 MA/M
HaO;romaercst 00pa3oBaHNEe MAPTEHCHUTA MPHU Oojiee BBEICOKHMX TemIiepaTypax. [loMrmo 3Toro, o cpaBHEHHIO C OOBIYHON
3aKaJKOH, POUCXOIAIT W3MECHEHHS B CTPYKType M cBoHCTBaX. IlomoOHBIE (P PEKTh HE MOTYT OOBSCHATHCS TONBKO C
TEpMOJIMHAMUYECKNX TO3UIMH, TaK Kak IPEAToNaracMblii COBHT TEMIIEpaTypbl PaBHOBECHS MEXIY ayCTCHHTOM H
MapTeHCUTOM B MAarHUTHOM THIOJIE TaKOW HampspkeHHOcTH He mpesbimaer 4-8 °C. g oObscHeHns 3¢dexTos,
BO3HHUKAIOIINX ITPU 3aKaJIKE B MATHUTHOM I10JIE, IPEAJIaraeTcsi pPACCMOTPETh OCOOEHHOCTH MAapTEHCUTHOTO IIPEBPAILICHHUS B
OBbICTPOPEXYIIEH CTai ITPU BO3ACHCTBUH BHELITHUM MarHUTHBIM TOJIEM B TEMIIEPaTypPHOM MHTEPBAJIE CBEPXILIACTUYHOCTH
aycrenuta. llenblo naHHOW pabOTHI CTANO0 BBIABIEHHE OCOOCHHOCTEH MapTEHCHUTHOTO NPEBpAIIEHHs B TPHUCYTCTBHU
IMOCTOAHHOT'O MAarHUTHOT'O MOJIA B CTAJIU C YUCTOM HBHCHHﬁ, BO3HHUKAIOMIUX B IPEAMAPTCHCUTHOM COCTOSHUH.
Mamepuanvt u memoost. Vicrionb3oBaiauck 00pasiisl ctanu Mapku P6MS. MccnenoBanue 0cOOCHHOCTEH MapTCHCUTHOTO
MIPEBPAIIECHHS OCYLIECTBIISUIN MOTEHIIMOMETPHUYECKUM METOAOM 3JIEKTPOCONpPOTUBIEHHA. JlaHHBIE (PUKCHPOBANINCH C
moMoIbl0  aHamoro-ugposBoro  mpeodpasoBarenss L-CARD E14-440 ¢ wucnons30BaHHEM MPOTPaMMHOTO
komrutekca LGraph2. HarpeB o6pasma mpoBommics mpoxofsamuM TokoMm. OOpaszer; pasmemancs B MEXKIIOIIOCHOM
MIPOCTPAHCTBE Ja0OPATOPHOTO NMEKTPOMArHuTa oTKpsIToro tuna PJI-1, KoTopslil obecnednBan co3gaHle MarHUTHOTO
TIOJISL HAaIIPSDKEHHOCTRIO 1,2 MA/M.

Pesynemamut uccnedosanus. Ha momydeHHBIX anudepeHIIMPOBAHHBIX 3aBHCHMOCTSIX HPUCYTCTBOBAIN AHOMAIIUH
JJIEKTPOCONIPOTUBIIEHUST  (HU3KOTEMIlepaTypHble TMKH) IIpW  TeMIepaTrype, COOTBETCTBYIOIIEH  IIOSBICHHIO
(eppoMarHnTHON (a3pl B pe3ysbTaTe MapTEHCHUTHOTO INPEBpalleHus. B MarHUTHOM moje pa3BUTHE MapTEHCHUTHOTO
MIpeBpalleH:s HAYMHAETCS IPH OoJiee BEICOKOI TeMIlepaType, 4YTo He MOXKET HalTH OOBSICHEHHS C TEPMOMHAMUYECKUX
no3unii. Takum oOpasom, Habmromanu oOpa3oBaHME MapTEHCHTA HANpsDKEHHs B MHUKPOOOBEMax ayCTeHHTa C
(beppOMaFHI/ITHBIM YnopAaao4€HUEM, KOTOPBIEC BOCIIPUHUMAIOT SHCPIUI0 BHCIIHETO MOJIA Y€PE3 MATrHUTOCTPHUKIIMOHHBIC
HalpsHHKCHUA. B YCIOBHUAX CBCPXIIJIACTUYHOI'O0 ayCTCHHUTA TAKUC HANPsHKCHUA OKa3bIBalOTCA JOCTATOYHBIMHU JJId
WHUIMMPOBAHUSL  CABUTOBOro mpeBpamieHusi. OnpeneneH MHHUMAJIbHO BO3MOXHBIM — pasMep  (iyKTyaumi
HeycroiunBocTH pemetk (1,372 Hm).

Oébcyyncoenue u 3axkniouenue. Bo3neiicTBIE MarHUTHBIM TOJEM IIPH 3aKaJKe IPHUBOAUT K YCHIIEHHIO IPOLECCOB
CBOEOOpa3sHOTO MAarHUTHOTO pAacCCIOCHHS aycTeHuTa. lIpm Ttemmeparypax, OMM3KHMX K Hadaly MapTeHCHTHOTO
MIPEBpAIICHNs, HMMeEIomuecs OO0JIaCTH MarHWTHOM HEOJHOPOJHOCTH HAKIAAbIBAlOTCS Ha A(PQeKTsl OoT sSBICHUA
HEYCTOMYMBOCTH KPUCTATMIECKON PEIIETKH Nepe]l MApTeHCUTHBIM TIpeBpalieHneM. B remnepatypHoM uHTepBane My-
M,, KoT1a ayCTEHHT IIPOSIBIISIET CBEPXIIACTHYHOCTD, CYIIECTBEHHO 00JIeryaeTcst 00pa3oBaHNE MapTEHCUTA HANPSKEHHS
B MHKpOOOBEMax ayCTeHUTa ¢ (PeppOMarHUTHBIM YIOPSIIOYCHHEM.

KioueBble c10Ba: MapTEHCHT HANIPSDKEHIS, MAarHUTHOE TIOJIE, CBEPXIUIACTHYHOCTD, HEYCTOHYIMBOCTh PEIIETKH, CTAb, 3aKaIKa

BbaarogapHocTi. ABTOPHI BBIPAXAlOT ONarofapHOCTh PEHEH3EHTAaM, 4bs KPHTHUYECKAs OIEHKA IPENCTABICHHBIX
MaTepHaJIOB U BHICKa3aHHbIE TIPEIOKEHHS 110 X COBEPIIEHCTBOBAHHIO, CIIOCOOCTBOBAIN 3HAYNTEIFHOMY TTOBBIIICHHIO
KaueCcTBA HACTOSILEN CTaTbU.
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MPCJMAPTCHCUTHOM ~ HEYCTOMYMBOCTH  peIeTKu.  Advanced Engineering Research (Rostov-on-Don).  2024;24(1):58-65.
https://doi.org/10.23947/2687-1653-2024-24-1-58-65

Introduction. Before starting the martensitic transformation, instability of the crystal lattice is detected in metals and
alloys [1] expressed in a specific premartensitic state of the initial lattice [2]. The thermodynamic analysis of the state of
the initial phase before point M; [3] shows the possibility of the emergence of separate micro regions having their own
short-range ordering in the arrangement of atoms. Such micro regions retain their atomic order only near the fluctuation
nucleus. At a distance from it, there are no obvious boundaries between phases, the order gradually degrades. The
experimentally described micro regions manifest themselves in the form of diffusion scattering effects during X-ray
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diffraction. The presence of regions with a near atomic order explains the decrease in elastic constants near point M, and
the convergence of structures [4] involved in the phase transformation.

In the case where an applied external stress is present, the martensitic transformation can be initiated by deformation
at a temperature above point M,. The maximum temperature at which the deformation of the initial phase causes the
formation of martensite is indicated by point M,. It has been found [5] that a maximum of plasticity is observed in the
temperature range My — M, which is due to the manifestation of superplasticity associated with the hardening transition.
The imposition of a constant magnetic field under these conditions causes the appearance of forced magnetostriction and
corresponding stresses in the austenite nanodomains having a ferromagnetic order [6], which induces the appearance of
crystals of the hardening phase called stress martensite (by analogy with deformation martensite) [7]. The imposition of
a constant magnetic field changes the initial magnetic state of austenite [8], increasing the number and size of
ferromagnetically ordered clusters, which are possible sites of nucleation of the ferromagnetic a-phase [6]. Thus, in the
temperature range Mq— M,, the integration of magnetic and a number of special structural states occurs, which is
undoubtedly of interest to investigate.

This research was aimed at studying the features of martensitic transformation in the presence of a constant magnetic
field in steel taking into account the phenomena occurring in the premartensitic state.

Materials and Methods. In the course of the research, samples of steel POM5 were used, for which there was
information about the development of superplasticity [5] associated with phase transformation [9]. The chemical
composition was monitored using a Q8Magellan optical emission spectrometer (Bruker). The average composition of
samples from one melt is shown in Table 1.

Table 1
Average content of elements in samples, %
C Si Mn S P Cr Mo V w
0.844 0.421 0.420 0.019 0.023 3.946 4918 2.018 5.922

To analyze the course of hardening transformation without a field and with the imposition of a magnetic field, the
potentiometric method of resistometry was used [10], since changes in the alloy structure were reflected in the measured
values p with a fairly high sensitivity. And although it is difficult to quantify the relationships between the transforming
phases, the establishment of the start and finish points of the transition can be done quite accurately. The applied method
is highly sensitive to the appearance of a ferromagnetic phase (during phase transformations of the 1st or 2nd kind), which
is shown in abnormal behavior on curve p due to electronic interactions at “s” and “d” sublevels [11] determining the
presence of spontaneous magnetization [12].

An S-type thermocouple (PTC) was used as a temperature sensor. The thermocouple was spot-welded in the central
part of the sample to a single point to eliminate the occurrence of side stresses under separate welding due to the passage
of current through the sample during measurement. The data was recorded using an analog-to-digital converter L-CARD
E14-440 and the LGraph2 software package. The sample was heated by passing current from the RNO-250-5
autotransformer.

The sample was placed in an interpolar space (Fig. 1). An open-type electromagnet (FL-1) provided the generation of
a magnetic field with a strength of 1.2 MA/m. When conducting the experiment without a field, the power supply of the
electromagnet was turned off, and the poles were bridged with an ARMCO-iron plate.

A

Fig. 1. Sample with connected copper contacts in the interpolar space of the magnet
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The experimental data (p(t) and 7(t) in Fig. 2), recorded with a sampling rate of 400 kHz, were numerically
differentiated and approximated to obtain function dp /d7(7), which reflected the characteristic anomalies when a
ferromagnetic phase appeared.

Research Results. Primary dependences p(t) and 7(t) shown in Figure 2 already demonstrate the shift of anomalies,
corresponding to the phase transformation, to the high-temperature region when a constant magnetic field is applied.

T, °C I I I p, n"Ohm'm T,°C p, nOhm'm
|
|
800 < 800 800 800
\
\
600 600 600 600
400 400 400 400
200 200 200 200
] ]
0 2 4 T, min 0 2 4 7, min
T T
--- ---
a) b)

Fig. 2. Dependences p(t) and T(t) for steel POMS under cooling:
a — without field; » — in magnetic field of 1.2 MA/m

According to the reference data [13], for samples of steel POMS5 corresponding to the chemical composition indicated
in Table 1, temperature of 140°C corresponds to the initiation of the martensitic transformation. This is confirmed by the
data obtained as a result of differentiation in Figure 3, which illustrate the characteristic features of the analyzed
transformation.

The formation of a ferromagnetic phase corresponds to the appearance of a peak at low temperatures (Fig. 3), which
makes it possible to record the start of the martensitic reaction. In the case of treatment with the imposition of a magnetic
field, the start of the formation of the martensitic phase is noted at a temperature of 185°C, which cannot be explained
solely from the point of view of changes in the thermodynamic potentials of the phases. For a magnetic field with a
strength of 1.2 MA/m, the effect of the equilibrium temperature shift is ~ 4.5°C [14]. It can be argued that the imposition
of a magnetic field in the temperature range of superplasticity causes the formation of stress martensite higher than the
starting point of transformation known for this steel as a result of forced magnetostriction in nanodomains with a near
magnetic order in austenite. In this case, the stresses arising in the austenitic matrix are about 10 MPa [15], which, under
conditions of the crystal lattice instability, contributes to the initiation of a phase reaction.
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Fig. 3. Results of differentiation of experimental data obtained under cooling of steel P6MS5:
1 — without a field; 2 — in a magnetic field with a strength of 1.2 MA/m

The phenomenon associated with the occurrence of instability of the crystal lattice of the initial phase, as it approaches
the transition point, is reflected in the differentiated dependences in the form of a peak in the high-temperature area of the
curve. The appearance of this peak under cooling indicates the approach of the superplastic state of austenite. The effect
of an external magnetic field enhances the magnetic decomposition of austenite [8], contributing to an increase in the
number and size of ferromagnetic nanoclusters [15], which causes a shift of this peak to higher temperatures. Anisotropic
fields arise in local regions with unidirectional spins. They introduce elastic distortions due to the fact that the
magnetization energy differs in different directions — this reduces the stability of y-phase lattice. The average diameter
of a ferromagnetic nanocluster determined in [8] is about 1.7 nm for a given field strength, which is comparable to the
wavelengths of electrons. It can deflect them and, accordingly, cause distortions in the curves. The results obtained
indicate the presence of heterogeneity in the magnetic state of austenite, and that this heterogeneity increases when an
external magnetic field is applied.

The transformation under hardening is characterized by a diffusionless shear mechanism of atomic restructuring;
therefore, external action increases the driving force of the transition. In a state where the lattice of the initial phase
becomes unstable before point M, spontaneous atomic displacements occur in local regions (preparing the lattice for y—a
transition), where magnetostrictive stresses can act as a trigger for the start of the transformation.
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The conditions describing the possibility of fluctuations of atomic displacements in the premartensitic state were
considered in [16]. The type of function, whose minimum corresponded to the transition state, was derived on the basis
of diffuse scattering patterns and existing options for restructuring the crystal lattice. Oscillation frequencies and
anharmonicity parameters were expressed in terms of elastic modulus, whose values determined the adjustment option.

The analysis suggests that micro regions of atomic displacements are shaped like plates of densely packed planes that
can experience shear. The expression for estimating the minimum possible fluctuation size H can be derived using matrix

_2 4
H=6d /M (1)
2¢'+ Caq

where d — interplanar spacing; ¢’ = 1/2(c11 — c12) — elastic constant; c11, c12, cas — elastic coefficients.

Values for calculation according to formula (1) were selected for the temperature of martensitic transformation in steel
P6MS. Lattice constant a was estimated taking into account the instructions in [17]. The interplanar spacing was
determined for the case of a FCC lattice, when the first reflecting planes were a family of planes {111}, having the

elasticity coefficients:

maximum interplanar spacing d =% _21A. Based on the data on the elastic characteristics of steel P6MS [9], the

3

elasticity coefficients and constant were determined through known ratios [18]. The calculation results based on
dependence (1) allow us to estimate the minimum diameter of the region where instability A =1.372 nm may occur,

which is commensurate with the average diameter of a ferromagnetic cluster in austenite.

Discussion and Conclusion. The following script for the development of martensitic transformation can be assumed.
Above point M, in y-phase, there are regions with ferromagnetic ordering [15]. If waves of atomic displacements are
superimposed in or near these places, then, in the presence of an external magnetic field, under such conditions, forced
magnetostriction is able to affect the fields of elastic forces in the crystal lattice and lower the energy barrier for the
formation of a critical martensite nucleus.

The experimental results indicate the existence of magnetic heterogeneity in the state of y-phase, whose degree affects
the running of the martensitic transformation. The imposition of a constant magnetic field under quench cooling enhances
the existing magnetic inhomogeneity in austenite. Near point M,, the phenomenon of lattice instability in combination
with magnetostrictive effects from the field initiates the appearance of stress martensite crystals. Thus, the effect of
intensification of martensitic transformation under hardening in a magnetic field with a strength of 1-2 MA/m can be
explained, which is of great importance for the practice of heat treatment of steel.

The research results showed the following. Exposure to a magnetic field under quench cooling made it possible to
achieve greater completeness of the martensitic reaction, reducing the amount of residual austenite, whereas the early
formation of stress martensite provided its longer presence in the area of elevated temperatures, which contributed to the
flow of tempering processes directly under hardening.
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Abstract

Introduction. The problem of improving the manufacturing of high-precision products is currently becoming a key one,
since the requirements for them are constantly being tightened. Maintaining assembly quality and accuracy is an important
aspect of manufacturing precision products. Standard approaches to this process do not always have sufficient versatility.
Existing studies that aim to develop universal approaches, such as end-to-end production design or the application of
parallel engineering principles, also have a number of shortcomings. These include the fact that the given approaches do
not fully take into account information about the technology capabilities of a particular production when making design
decisions, and do not consider the relationship between the manufacturing preparation of machining and mechanical
assembly industries. That is why studies aimed at developing such universal approaches have high applicability. To solve
these problems, the authors conceptually developed a set of formalized design procedures for a system of accounting
requirements for the assembly of high-precision products in the design of machining processes. However, to effectively
identify the numerous requirements for the assembly of high-precision products (output parameters) and select those that
cannot be provided by the method of complete interchangeability (critical elements), additional research is needed. The
research objective is to develop principles for identifying the output parameters of high-precision products and detecting
critical elements. To achieve this goal, it is required to solve the following problems: to formulate principles for
constructing generalized surface graphs of high-precision products; to develop standards for classifying output parameters
and identifying critical ones.

Materials and Methods. To conduct the research, a high-precision assembly unit was selected — “Stator Package 2”.
The research was carried out under real conditions of the existing multiproduct manufacture. For this assembly, a
generalized surface graph was constructed, including information about the nature and sequence of surfaces, requirements
for the assembly, dimensional tolerances and tolerances of shape and location, with its subsequent analysis.

Results. This paper presents the results of research on improving the enlarged block of design procedures for analyzing
requirements for the assembly of high-precision products of the designed system. The paper established the relationship
between the accuracy of dimensional tolerances and the tolerances of the shape and location of the surfaces of the product
to which these dimensions belonged. Based on the relationship obtained, an order was determined for the unambiguous
identification of critical elements.

Discussion and Conclusion. The application of this technique makes it possible to increase the reliability of the source
information obtained during the implementation of an enlarged block of design procedures, as well as the validity and
efficiency of identifying rational manufacturing technologies at subsequent stages of the system implementation, while
providing the specified quality, accuracy of products, and reducing the complexity and cost of their manufacture.

Keywords: mechanical assembly production, process design, generalized surface graph, assembly, high-precision
product, design dimensional analysis

Acknowledgements. The authors would like to thank the Editorial board of the journal and the reviewer for attentive
attitude to the article and suggestions made that helped to improve its quality.

© Nazaryev AV, Bochkarev PYu, 2024


http://vestnik-donstu.ru/
https://doi.org/10.23947/2687-1653-2024-24-1-66-77
mailto:alex121989@mail.ru
https://creativecommons.org/licenses/by/4.0/
https://crossmark.crossref.org/dialog/?doi=https://doi.org/10.23947/2687-1653-2024-24-1-66-77&domain=pdf&date_stamp=2024-2024-03-30
https://orcid.org/0000-0003-0610-6060
https://orcid.org/0000-0003-0587-6338

Nazaryev AV, et al. Improving the Principles of Identifying Critical Requirements for the Assembly of High-Precision Products

For citation. Nazaryev AV, Bochkarev PYu. Improving the Principles of Identifying Critical Requirements for the
Assembly of High-Precision Products. Advanced Engineering Research (Rostov-on-Don). 2024;24(1):66-77.
https://doi.org/10.23947/2687-1653-2024-24-1-66-77

Hayunas cmamos

TexHoJ0rNYecKOe o0ecnmeyeHue CﬁOpKH Ha OCHOBE€ IIPUHIMUIIOB BBISIBJICHUA KPUTHYHBIX
Tpeﬁona}mifl K BBICOKOTOYHBIM HU3CJIUAM

A.B. Hazapeen! "', ILIO. Boukapep?*

'TIO «Kopryc» — duman AO «HITLIAILy, r. Caparos, Poccuiickas ®enepanust

2 KaMbIIIMHCKHH TEXHOIOTHYECKAN HMHCTUTYT — (uiuman Bonrorpajickoro rocylapCTBEHHOTO TEXHMYECKOTO YHHBEPCHTETA,
r. Kambiun, Poccuiickas deneparust

3 CapaToBCKUl TrOCYJapCTBEHHBIH YHUBEPCHTET TEHETHKH, OMOTEXHOJOTMU U WHKeHepun uMeHun H.W. Bapunosa, r. Caparos,
Poccuiickas ®enepanus

D4 alex121989@mail.ru

AHHOTANUA

Beedenue. IlpobnemMa coBepIICHCTBOBAHUS MIPOU3BOJICTBA BHICOKOTOYHBIX M3IEIMH B HACTOSIIEE BPEMs CTAHOBHUTCS
KIIIOUEBOM, ITOCKOJIBKY TpeOOBaHUsI K HUM MOCTOSHHO ykecrodarorcs. OOecrieueHre KadecTBa M TOYHOCTH COOPKH
SIBIISIETCS] BAYKHBIM aCIIEKTOM ITPOM3BOCTBA BHICOKOTOYHOM Mpoaykuuu. CTaHIapTHBIE MOIXO0/bI K TOMY MpoLeccy He
BCerja o0NaNaroT JO0CTaTOYHOW YHHBEPCAIbHOCTHIO. CyIIECTBYIONIME HCCICAOBAHMUS, LENbI0 KOTOPBIX SIBISIETCS
pa3pa60Tl<a YHUBEPCAIBHBIX IMOAXOJ0B, TAKMX KaK CKBO3HOC TEXHOJIOTHYCCKOC IMPOCKTUPOBAHUC WU NPHUMCHCHUEC
NPUHIIMIIOB NapauleNIbHOM HHKEHEPHOI pa3paboTKH, TaKiKe 00J1aJat0T PSIIOM HeJOCTaTKOB. K MX YKCiy MOXKHO OTHECTH
TO, 4TO B HUX HE B IMOJHON Mepe oOecrieueH ydeT WH(OPMALMHK O TEXHOJOTHYECKHX BO3MOXKHOCTSX KOHKPETHOI'O
MIPOM3BOJCTBA MPH MPUHITHH KOHCTPYKTOPCKMX PEUICHHH W HE YYUTHIBACTCS CBA3b MEXAY TEXHOJIOTMYECKOU
MOJIrOTOBKOM MeXaHOOOpabaThIBAIOIIEr0 W MEXaHOCOOPOYHOrO MPOM3BOACTB. VIMEHHO IMO3TOMY HCCIEIOBaHMUS,
HaNpaBlCHHbIE Ha pPa3pabOTKy YHHBEPCAIbHBIX MOJXOJ0B, O00JAJal0T BBICOKON aKTyanbHOCTHIO. [ljisi pelieHus
0003HAUEHHBIX MPOOJEM aBTOpaMH OBbUI KOHIIENTYalbHO pa3paboTaH KOMIUIEKC (GOPMATH30BAHHBIX MPOEKTHBIX
MPOIEAYp CUCTEMBI ydeTa TpeOOBaHUI K COOpPKE BBICOKOTOYHBIX H3JCNUI MPH MPOCKTUPOBAHHU TEXHOJOTHUYCCKIX
MIPOIIECCOB MeXaHW4eckod o00paboTku. OmHako 11t 3()p(EKTHBHOIO BBISBICHUS MHOXKECTBa TpeOoBaHWIT K cOOpKe
BBICOKOTOUHBIX M3JIENTUi (BBIXOAHBIX TAPAMETPOB) U BBIOOPA U3 HUX TeX, KOTOPBIE HE MOTYT OBITh 00€CIIeUeHbI METOJOM
HOJIHOW B3aMMO3aMEHSIEMOCTH (KPUTHYHBIX DJJIEMEHTOB), TpeOyeTrcsl MpOBENCHUE JOTOJIHUTEIBHBIX HCCIICIOBAaHHUM.
LIeJ'H)IO [laHHOI‘/II pa6OTbI SIBJIACTCA paSpa60TKa MPUHIUIIOB BBIABJICHUS BbIXOJHBIX MMAapaMETPOB BLICOKOTOYHBIX H3ﬂeﬂldl>i
U ONpeNeNieHns] KPUTUYHBIX 3JeMeHTOB. [l MOCTHIXKEHUsI MOCTABJICHHOH Iear HEeoOXOIMMO PEUIMTh CIIEAYyOLIHe
3amaud: CchOpMUPOBATH MPUHIMIBI MOCTPOCHHS OOOOIIEHHBIX TpadoB MOBEPXHOCTEH BBICOKOTOYHBIX H3ICIIHA,
c(OpPMHUPOBATH CTAHAAPTHI KIACCH()UKAIIUU BBIXOJHBIX APAMETPOB U BBISIBICHUS M3 HUX KPUTHYIHBIX.

Mamepuansl u memoowt. J171s1 IPOBEACHHS CCIIETOBaHMs ObLTa BEIOpaHa BEICOKOTOYHAs cOopouHast equnauniia — «Ilaker
cratopa 2». HccnenoBaHuss NPOBOAWINCH B PEATbHBIX YCIOBHSX JIEHCTBYIOIIETO MHOTOHOMEHKIATYPHOTO
mpou3BojacTBa. J{iIsi maHHON cOOpKM OBLT TOCTPOCH OOOOMICHHBIM Tpad MOBEPXHOCTEH, BKIIOYAIONIMA B ceOs
HHPOPMAIIHMIO O XapaKTepe U MOCIIEJ0BATEILHOCTH MOBEPXHOCTEH, MpeabsaBiseMble TpeOOBaHHs K COOpKeE, JOMyCKU
pa3MepoB U JOIyCKH (POPMBI U PACIOI0KEHHS C MOCIEAYIONIMM €ro aHaAIN30M.

Pesynomamol uccnedoséanusa. B paHHOW cTaThe MPEACTaBICHbl UTOTM HCCIEJOBAaHUM IO COBEPIICHCTBOBAHUIO
YKPYIHEHHOTO OJIOKa MPOEKTHBIX MPOILEIyp aHain3a TpeOOBaHUH K COOpKE BBHICOKOTOYHBIX M3AEIHH MTPOEKTUPYEMON
cucTteMbl. B paboTe ycraHOBiIEHa B3aMMOCBSI3b MEXKIY TOYHOCTHIO JOIYCKOB Ha pa3Mepbl U AOMYCKOB (opMbl U
PaCIIOJIOKEHUA HOBerHOCTeﬁ n3A€J11s, KOTOPbIM IPUHAAJICKAT JaHHBIC pa3MEPhI. Ha ocnoBe HOHy‘IeHHOﬁ B3aUMOCBAA3U
ObLT ONpe/ieNieH MOPSII0K AJISl OTHO3HAYHOT'O BBISIBIICHUS] KDUTHYHBIX JIEMEHTOB.

Oécyscoenue u 3axniouenue. IIpriMeHeHre TaHHOW METOTMKH TI03BOJISET MOBBICHTH IOCTOBEPHOCTH HCXOIHOM HH(OPMAIIHH,
MOTYYeHHOH TPH pean3alyil YKPYITHEHHOro ONOKa MPOEKTHBIX HPOIEAyp, a Takke 000CHOBAaHHOCTh M 3((EKTUBHOCTH
BBISIBIICHHST PAIMOHATBGHBIX TEXHOJIOTUI M3TOTOBJICHUS Ha MOCIEAYIONIMX JTalaxX peali3allii CHCTEMbI PU 00ECIICUeHUN
3a/IaHHBIX KQ4eCTBA, TOYHOCTH U3/ICIHI U CHIXKCHHUH TPYIOEMKOCTH U CEOECTOMMOCTH MX U3TOTOBIICHHSI.

KoueBble ciioBa: MexaHOCOOPOYHBIE ITPOM3BOACTBA, TEXHOJIOTHMYECKAs IMOJrOTOBKA IPOU3BOICTBA, 0OOOIIECHHBIN
rpag moBepxHOCTEH, COOpKa, BRICOKOTOYHOE M3/EIHe, KOHCTPYKTOPCKUHA pa3MepHBIH aHAIH3

Bnaroaapﬂocnl. ABTOpLI BbIpaKar0T 6JIaFOHapHOCTI) peaaKIru 3a BHUMATCIIbHOC OTHOIICHUEC K COACPIKAHNIO CTATbH U
BbICKa3aHHbIC TPEAJIOKECHHUA, KOTOPHIC ITO3BOJIMJIN MMOBBICUTH €€ Ka4C€CTBO.
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Introduction. The production of modern devices and machines requires a clear organization of the assembly process
with careful manufacturing preparation [1]. This requirement is particularly urgent in the manufacture of high-precision
products in precision machine tool industry, aerospace industry, military-industrial complex, bearing industry, etc. [2]. In
this paper, high-precision products mean such products, whose assembly process is complex due to difficulties in meeting
specified requirements (critical assembly requirements, or critical elements), such as dimensional, dynamic and other
characteristics, which may result in the need to manufacture a large number of spare parts and kits. This, in turn, causes
an increase in the volume of work in progress and requires more time and resources to complete the assembly production
process (PP) [3].

Modern technology makes it possible to improve the quality and accuracy of production, reduce material costs, and
introduce resource-saving technologies. However, today there is no unified concept of an integrated approach to solving
the above-mentioned problems. When assembling products, classical methods of maintaining accuracy are often used,
which in most cases are not universal. They depend on the type of production and are often economically unjustified. In
such cases, it is necessary to develop unique assembly approaches that take into account the specifications of a particular
product and provide the required accuracy without unreasonable costs. In addition, it should be borne in mind that the
traditional PP design of mechanical processing and assembly is subjective. This is primarily due to time constraints and
physical capabilities, which make it impossible for a person to compete with modern computing technology [4]. To solve
these problems, it is needed to develop unique approaches that combine various aspects of production and assembly of
products, as well as taking into account economic factors. Only a comprehensive solution can provide achieving optimal
results and effectively cope with the tasks set.

Currently, a system of automated process planning (SAPP) has been conceptually developed [5]. Nevertheless, the
weakness of this automated system is the lack of correlation between the multiple-alternate design of the manufacturing
process for parts included in the assembly unit and the requirements for the technology and accuracy of assembly of a
high-precision assembly unit, based on which it is possible to efficiently solve the problem of reducing the volume of
work in progress and the cost of assembly. At the same time, the correlation between design and manufacturing
preparation of production has not yet been fully worked out. As a result, research in this area is urgent for the modern
development of mechanical assembly production systems. The objective of the article is to develop principles for
identifying the output parameters of high-precision products and determining critical elements. To do this, it is needed to
formulate the principles of constructing generalized graphs of surfaces of high-precision products, determine the standards
for classifying output parameters and identifying critical ones from them.

Materials and Methods. To solve the above problems, a system with account for the requirements for the
assembly of high-precision products in the design of manufacturing processes of mechanical processing was
developed (SRPPMP) [6]. However, to provide a more comprehensive integration of this system into the SAPP
structure, it is required to actively look for options of upgrading the development strategies used. This will allow us
to move on to the analysis of the manufacturability of products and provide a more effective implementation of the
system into the production structure.

As part of the research to improve the methodology of formalization of the block under consideration, strategies for
performing the procedures of this block were formed, and the one that provides identifying the maximum number of
critical elements was selected. This strategy is a combined one and matches up the advantages of the other approaches.
In addition, for a more accurate calculation of dimensional chains, a special size indexing system has been introduced,
which is most effective. The specified indexing is considered in detail in [7] and is not fully cited in this paper.

According to this strategy, detailed segmentation of high-precision products is performed, which provides determining
the required parameters for the formation of a set of assembly requirements (Mrc), carrying out a design dimensional
analysis and, based on its results, identifying critical elements. To implement the described procedures, first, it is needed
to identify those elements from the set My ¢ that satisfy the following condition:

Thy/ < £TAL,. M
where b — assembly requirements (closing links); A — component links.

The above condition makes it possible to identify those elements that cannot be provided by the method of complete
interchangeability, i.e., critical elements. The specified elements are included in the corresponding subset M;. The
remaining elements are provided by the method of complete interchangeability. They form subset My . and are no longer
considered.
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M, = Mrc. _ )
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Next, it is necessary to determine methods for maintaining accuracy for each critical element and distribute them
into appropriate subsets: My — critical elements provided by the method of incomplete interchangeability;
Mr . — critical elements provided by the method of selective assembly; My 1., Mp g. — critical elements provided
by compensation.

Research Results. For the distribution of critical elements into groups, a technique based on the construction of a
generalized graph of surfaces of high-precision assembly units and nodes has been developed, and distribution rules have
been formulated.

The classification of modules of working and connecting surfaces of parts and assembly units (PAU), proposed by
Professor Bazrov B.M. [8], is shown in Figure 1.

—  Flat internal surfaces

— Flat surfaces —

Combination of simple
surfaces

—  Flat external surfaces

Internal surfaces of
rotation

Modules of working and ] Surfaces of rotation

connecting surfaces

External surfaces of
rotation

— Internal surfaces

Combination of surfaces,
— including a complex |
surface

— External surfaces

Fig. 1. Modules of working and connecting surfaces of PAU [§]

Consider the principles of constructing a generalized graph of surfaces using the example of the assembly unit (AU)
“Stator Package 2”, which is part of the high-precision “Gyromotor” product. Figure 2 shows an axonometric projection
of the AU “Stator Package 2” and a schematic representation of this AU, indicating the basic assembly requirements,
shape and location tolerances imposed on it, as well as the PAU of which it consists.
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Figure 3 shows a sketch of the AU “Stator Package 2, on which the surfaces of the composite PAU are numbered,
and a code is indicated for each surface in accordance with the requirements of the SAPP [9] (Table 1).

Based on the information obtained about the nature and sequence of the PAU surfaces, a graph of the AU surfaces
“Stator Package 2” is constructed. In this graph, the surfaces of the PAU included in the considered AU are indicated. For
the surfaces of the PAU, parallel to the axis of rotation of the AU (marked “01” in the graph), the connection with this
axis is conditionally shown. Additionally, the PAU surfaces that are in direct contact in the assembly unit are marked
(e.g., surfaces 1.7 and 3.3 in Figure 4a). Further, the assembly requirements (dimensional chains) posed on this AU are
presented on the specified graph, indicating the closing links and the directions of the constituent links. It is important to
note that the components and closing links going to or from the group of contacting surfaces are assembly dimensions.
Also, the graph indicates the basic shape and location tolerances required for the AU assembly (Fig. 4b). The assembly
requirements and basic tolerances of shape and location are taken from Figure 2b. As a result, a generalized graph of AU
surfaces “Stator Package 2” is formed.

Thus, the presented graph provides obtaining the required data on the dimensional relationships between individual
surfaces (groups of surfaces) of PAU, as well as the surfaces of the mating PAU in contact with each other. The obtained
data form the initial information for the further stages of the implementation of the SAPP procedures.
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Fig. 3. Numbering of AU surfaces “Stator Package 2”
Table 1
No. of PAU
’ Code Type
surfaces P
Part “Bushing”

1.1 0311 Outer end
1.2 0221 External chamfer
1.3 0111 External cylindrical
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1.4 0411 Curved external
1.5 0211 Outer cone

1.6 0111 Outer cylindrical
1.7 0311 Outer end

1.8 0411 Outer curve

1.9 0111 External cylindrical
1.10 0211 Outer cone

1.11 0311 Outer end

1.12 0111 External cylindrical
1.13 0311 Outer end

1.14 9211 Internal cone
1.15 9111 Internal cylindrical
1.16 9211 Internal cone
1.17 9111 Internal cylindrical
1.18 9114 Cylindrical hole at an angle to the axis of rotation
1.19 9411 Curvilinear internal
1.20 9311 Inner end

1.21 9411 Curvilinear internal
1.22 9111 Internal cylindrical
1.23 9311 Inner end

1.24 9111 Internal cylindrical
1.25 9411 Curvilinear internal
1.26 9111 Internal cylindrical

Part “Axle”

2.1 0311 Outer end

2.2 0211 Outer cone

23 0111 External cylindrical
24 0111 External cylindrical
2.5 0411 Outer curve

2.6 0221 External chamfer
2.7 0111 External cylindrical
2.8 0311 Outer end

2.9 0411 Outer curve
2.10 0111 External cylindrical
2.11 0211 Outer cone
2.12 0111 External cylindrical
2.13 0221 External chamfer
2.14 0311 Outer end
2.15 0111 External cylindrical
2.16 0111 External cylindrical
2.17 0211 Outer cone
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2.18 0311 Outer end
2.19 9211 Internal cone
2.20 9111 Internal cylindrical
221 9111 Internal cylindrical
222 9411 Curvilinear internal
2.23 9111 Internal cylindrical
2.24 9311 Inner end
2.25 9111 Internal cylindrical
2.26 9411 Curvilinear internal
2.27 9311 Inner end
2.28 9411 Curvilinear internal
2.29 9114 Cylindrical hole at an angle to the axis of rotation
2.30 9211 Internal cone
Part “Spacer”

4.1 0311 Outer end

4.2 0111 External cylindrical

4.3 0311 Outer end

4.4 9211 Internal cone
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Fig. 4. Generalized graph of AU surfaces “Stator Package 2”

The next step is to establish the relationship between the assembly requirements and AU surfaces. In the
presented example, the assembly requirements are evaluated, interconnected through the surface of the part
“Bushing” 1.13 “Outer end” (Fig. 5).

For the qualitative distribution of critical elements into groups and the detection of those that cannot be provided by
the method of complete interchangeability, it is necessary to conduct a correlation analysis of the accuracy of dimensional
tolerances between the surfaces of the PAU and the specified tolerances of the shape and location of these surfaces.

The performed studies included the analysis of the interfaces of working or connecting surfaces predominantly found
in the PAU of high-precision products and their correlation with shape and location tolerances (total shape and location
tolerances), which are most characteristic of these combinations.

Based on the conducted research, an order was determined for the unambiguous identification of critical elements that
cannot be provided by the method of complete interchangeability. As a result, specific dimensional chains and design
parameters of the unique parts included in them were identified:

1. The critical covering and covered dimensions of the mated PAU must be at least 9 accuracy standards.

2. Linear dimensions must be at least class f'(according to the requirements of GOST 30893.1-20021).

3. The tolerances of the shape and location of the mating surfaces must have high relative geometric accuracy
(C — 12% of the size tolerance for cylindricity, roundness, and longitudinal profile, 25% — of the size tolerance
for the rest) [10].

4. The tolerance of the angular dimensions of the cones should be no coarser than AT 10 (the average value from the
proposed range in GOST 8908-812 was selected).

The performed approbation of the developed graph construction techniques and the formed rules on the example of
the analysis of the requirements for the AU “Stator Package 2” under the conditions of the current multiproduct

" GOST 30893.1-2002 (ISO 2768-1-89). General Tolerances. Limit Deviations for Linear and Angular Dimensions without Tolerance Indications.
URL: https://files.stroyinf.ru/Data2/1/4294816/4294816276.pdf (accessed: 29.11.2023) (In Russ.).

2 GOST 8908-81. Standard Angles and Angle Tolerances. Basic Norms of Interchange Ability. URL: https://docs.cntd.ru/document/1200011833
(accessed: 29.11.2023) (In Russ.).
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manufacture showed their operability. Identified critical assembly requirements that do not meet the conditions of
complete interchangeability include:

— permissible value of the deformable (rolled) part of the “Bushing” workpiece obtained during the assembly of the
AU “Stator Package 2”;

— permissible value of the chamfer protrusion of the “Axle” part in the AU “Stator Package 2”.
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Fig. 5. Requirements for assembly of AU “Stator Package 2” with indication
of surfaces between which the corresponding chain links are located

As a result of the implementation of this enlarged block of SRPPMP, initial information is formulated, including
numerous assembly requirements (closing links of dimensional chains) that cannot be provided by the method of complete
interchangeability. The dimensions of the PAU are the constituent links of the dimensional chains of the specified set and
the set of SRPPMP to which these closing and constituent links belong. In the example under consideration, such a set
will consist of “Bushing”, “Axle”, “Stator Package 1”. The dimensions of the part “Spacer” are not involved in the
calculation of critical assembly requirements. At the next stages of the implementation of the SRPPMP for the received
set of PAU in the SAPP, all possible options for PP are generated, and their in-process dimensional analysis is carried
out. Next, the most rational options are selected from the resulting set of PP using the multicriteria optimization method.
To carry out the selection procedure, a system of criteria was developed. The criterion for obtaining the maximum number
of assembly kits is the basic from them. The technique of generation procedures, in-process dimensional analysis, and
selection is described in detail in [6]. It should also be noted that the improvement of the methodological apparatus of the
SRPPMP will allow us to proceed to the assessment of the production manufacturability of the product [11].

Discussion and Conclusion. The paper proposes the principles of constructing generalized graphs of high-precision
AU surfaces and nodes, develops standards for classifying high-precision output parameters into appropriate groups and
identifying critical elements of high-precision products from them. The described technique creates conditions for the
complete formalization of the considered design procedure and the clarity of the graphical results of dimensional analysis.
This technique makes it possible to increase the reliability of the initial information obtained during the implementation
of an enlarged block of design procedures, as well as the validity and efficiency of identifying rational manufacturing
methods for PAU at subsequent stages of the SRPPMP implementation, while providing the specified properties, accuracy
of products, and reducing the complexity and cost of their manufacture.

The improvement of the scientific principles of the implementation of this enlarged block of design procedures of the
SRPPMP increases the level of digital transformation of design and manufacturing preparation, and, along with the issues
of automation of design, production and assembly, creates prerequisites for the implementation of a systematic approach
to assessing the manufacturability of the products.

The next stage in the development of the proposed study is planned to supplement the generalized graph with
information about the design and processing bases of the PAU, and the nature of combinations of mating connecting and
working surfaces according to the classification of Professor B.M. Bazrov. The introduction of the specified information
into the generalized graph will make it possible to finally form the methodological support for this enlarged block of
design procedures.
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Abstract

Introduction. Increasing the durability of gas turbine engine (GTE) blades is achieved through the use of special
protective coatings on their surface. For the development of such coatings, the basic source information is the geometric
profile of the blade section. To transfer a given blade cross-section profile to the appropriate CAD/CAM system or
engineering analysis package, parametric modeling methods are used to automate this operation. However, the known
approaches to creating a parametric model of a blade profile are not without a number of disadvantages, and a generally
accepted method for creating it does not currently exist. The research was aimed at creating a technique for approximating
the profile of gas turbine engine blades, convenient for use in the subsequent analysis of the operating conditions of
special coatings on the surface of the blades.

Materials and Methods. When constructing parametric models of the profile of gas turbine engine blades, a method based
on the orthogonal Legendre polynomials was used. This made it possible to provide high accuracy of approximation and
construction of a continuous mapping for the parameters of the blade profile approximation. A Python application was
created for automated processing of source profiles. It provided the calculation of the coefficients of approximating
polynomials for the contour lines of the blade, visualization of the calculation results, and creation of a dxf file based on
the points of approximating functions to transfer it to the CAD system. Next, geometric models of blades were used to
solve the problem of a stationary aecrodynamic flow around a blade. The results of solving this problem were used to study
the effect of the blade profile on its cooling in an aerodynamic flow.

Results. As an example, three options of blade profiles belonging to different types of GTE were considered. It was shown
that for all three studied profiles, the proposed technique provided obtaining parametric models that maintained high
accuracy in constructing approximating lines, which was confirmed by the values of the determination coefficients close
to unity. To illustrate the possibility of using the obtained models, examples of solving the gas dynamic problem with a
potential flow around a blade in a stationary aerodynamic flow were given. The distributions of pressure and temperature
on the surface of the blade were calculated using the finite element method.

Discussion and Conclusion. The calculation results show that the proposed technique of approximating the profile of the
GTE blade, based on the use of orthogonal polynomials, is a convenient tool to automate the creation of a geometric model
of the blade and compare different types and profiles of blades, solving the corresponding gas dynamic problems. At the
same time, for a given blade profile and GTE operating conditions, it is possible to obtain the distribution of temperatures
and forces acting on the surface of the blade, which is required for predicting the durability of special coatings.

Keywords: blades of gas turbine engines, section profile, approximation, orthogonal polynomials
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Anmnpoxkcumanus npoguiisi JoNaToK ra3oTypOMHHBIX ABUTaTeeil
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! SIpocmaBckuil TOCYIapCTBEHHBIN TEXHUYECKMI YHUBEPCHUTET, T. SIpocnasis, Poccuiickas ®enepanus
2000 «TexXHONOTMUECKUE CUCTEMBI 3AIIUTHBIX OKPLITUI», I. Mockea, T. lllep6unka, Poccuiickas ®enepanus

P4 me_s@mail.ru

AHHOTANUA

Beedenue. T1oBbIeHNe OJITOBEYHOCTH JIONATOK ra3oTypOnHHBIX auratenet (I'T/l) mocturaercs 3a c4eT NpuUMEHEHHS
CIEUUAJIbHBIX 3allUTHBIX ITOKPHITUA WX MOBEpXHOCTH. [ pa3paOOTKM TaKMX IOKPHITUAH OCHOBHOW HMCXOIHOM
nHpoOpManmeil ABIseTCs reoMeTpudeckuii npodune ceyeHus JonaTku. [ mepepadyn 3alaHHOTO NMPOQMIS CEUSHHUs
nonatku B coorBercTBylomylo CAD/CAM-cucteMy WM TaKeT WH)KEHEPHOTO aHalk3a IMPHUMEHSIIOTCS METOJIbI
MapaMeTPUUECKOT0 MOCTUPOBAHUS, IO3BOJISIOIIME aBTOMATHU3UPOBATh JAaHHYIO omeparuio. OmHAaKo W3BECTHHIC
MOJXO/IBI K CO3/IaHHIO MAapaMeTPUIECKON MOJIETH MPO(MIIS JOMATKH HE JIMIICHBI Psa HEIOCTAaTKOB, M OOMICPUHSTON
METOAMKHU €€ CO3IaHMs B HACTOAIIEE BPEeMsl HE CylecTBYyeT. llenpio naHHOW paOOThI SABISETCS CO3MAHHE METOIMKU
anmpoxcuMarun npodmis gonatok [T/, ynoOHOM A HCHOIp30BaHUS MIPH MOCIEAYIONIEM aHaJ3e yCIOBUN paboThHI
CIIEIINATIBHBIX TOKPBITHI TIOBEPXHOCTH JIOTIATOK.

Mamepuanst u memoost. I1py TOCTPOSHUN MTAPAMETPUIECKUX MOJIENEH MTPOQHIIS JTOMAaTOK Ta30TypOMHHBIX JBUTraTeNeit
aBTOpPaMHM HUCIOJIB30BAH METOJl, OCHOBAHHBINA Ha NMPHUMEHEHUH OPTOTOHAIBHBIX NMOJMHOMOB Jlexanapa. OTO MO3BOJIUIO
00ecIeunTh BBICOKYIO TOYHOCTH AallpOKCUMAalMM W TIOCTPOCHUE HENPEPBHIBHOIO OTOOpaKEHHs Ui IapamMeTpoB
annpoKCUMaIyy npouis Jonatky. /s aBroMaTH3poBaHHON 00pabOTKH HCXOIHBIX MPOQUIIEH CO3JaHO MTPUIIOKEHNE
Ha si3pike Python, mo3Bosstoniee BBHIYUCIATH KOI(DOUIMEHTHI anmpoKCUMHUPYIOIIMX TTOJIMHOMOB JUIsl JIMHUH KOHTYpa
JIOTIATKH, BU3YaJIM3UPOBATh PE3YJIbTaThl pacuyera M cO37aBaTh M0 TOYKaM anmnpoKcuMupyromux Gyakmii dxf-dain mis
nepenauu ero B CAD-cuctemy. Jlanee reoMeTprueckre MOAENIH JOMATOK UCIIOIB30BAIHM VIS PELIEHHS 3aJa4l O0TeKaH!s
JIONATKU CTal[MOHAPHBIM a3pOJAWHAMUYECKHM IIOTOKOM. Pe3ynpTaTel pemieHus 3TOH 3alauyd HCIIOIb30BaHbI IPU
HCCIIEIOBAaHUHU BIUSIHUS NPOGMIIS JONATKU HA €€ OCTHIBAHUE B a3POJIMHAMUUECKOM MIOTOKE.

Pezynomamut uccnedosanusn. B xadecTBe mpuMepa pacCMOTPEHBI TPH BapHaHTa MPOQHUICH JIOATOK, OTHOCSIIUXCS K
pazaeiM THam [T/, [lokxa3aHo, 9TO AN BceX TPeX M3YYEHHBIX MPOQIIEH MpemIoKeHHas METOIUKa IT03BOJISET
MOJTy4aTh MapaMeTpUIecKUe MO, 00eCIICUNBAIONINE BBICOKYIO TOYHOCTh IIOCTPOCHHS allliPOKCUMHUPYIOMINX JTHHUMH,
YTO MOATBEPXKIACTCS OJM3KUMHM K €IWHHUIE 3HAYCHUSIMH KOX(PQUIMEHTOB neTepMUHAIMK. [l WILIIOCTpanun
BO3MOXKHOCTH HCIIOJIb30BAHMS TTOJyYSHHBIX MOZEIeH MPUBEACHBI MPUMEPHI PEIICHHS 3a/1a4i Ta30BOW ANHAMUKH IIPH
MMOTEHIIMAILHOM OOTEKaHWH JIOTIATKH B CTAIIMOHAPHOM a’pOJMHAMHUYECKOM ITOTOKE. MeToJ0M KOHEUHBIX SJIEMEHTOB
paccuuTaHbl paclpeaesieH sl JaBICHUHN U TeMIepaTyp Ha IOBEPXHOCTH JONATKHU.

Oécysrcoenue u 3axntouenue. Pe3ynbprarsl BEIMUCICHUH MOKA3aJIH, YTO Ipe/yiaraeMasi METO/IMKa arnpOKCHMaUH poduiis
JIONaTK1 FTI[, OCHOBaHHAasA Ha HCHOJIb30BAHWUU OPTOIOHAJIBHBIX MHOI'OWICHOB, ABJISACTCA y[[O6HI)IM HHCTPYMEHTOM,
MO3BOJISIOIIMM aBTOMAaTH3UPOBATh CO3JJAHUE TeOMETPUIECKON MOJIEIH JIONATKX ¥ IIPOBOIUTH CPAaBHEHUE PA3IMUHBIX TUIIOB
u npo¢uIIeit IONaToK, pelas COOTBETCTBYIOIINE 3a1a4y Ia30B0Oi AuHAMUKH. [1py 3TOM 1714 3aJaHHOTrO NPOQMIIS JONATOK
u ycinoBui padoTs! I'T /] MOKHO OTTy9IHTh paciipeaeieHue TeMITepaTyp U yCHITHHA, AeHCTBYIOIINX Ha TOBEPXHOCTH JIOTIATKH,
YTO HEOOXOANMO ISl IPOTHO3UPOBAHMS JIOJITOBEYHOCTH CHEIHAIBHBIX MOKPHITHHA.

KiroueBble cj10Ba: JIONMAaTKM Ta30TypOMHHBIX [BUTaTened, MPOQHIb CEYCHHUS, ANNMPOKCHUMAIMA, OPTOTOHAJIbHBIC
MHOTOYJICHBI

Bnaroaapﬂocnl. ABTOpBI BbIpAXKAIOT 6J'IaI‘O,HapHOCTL peaaKkiur U pCUCH3CHTAM 34 BHUMATCIIbHOC OTHOIICHUC K CTAThE
" yKa3aHHBbIC 3aMCUYaHUs, YCTPAHCHUC KOTOPBIX MMO3BOJIMIIO MMTOBBICUTH €€ Ka4Y€CTBO.

Jast mmtupoBanns. ConoseeB MLE., Illynesa FO.H., bannaes C.J1., bannaes JI.X. Annpokcumarius npoduiist JIOaTOK
ra3oTypOMHHBIX  jBuratencit.  Advanced — Engineering  Research  (Rostov-on-Don).  2024;24(1):78-87.
https://doi.org/10.23947/2687-1653-2024-24-1-78-87

Introduction. Turbine blades are the most highly loaded parts of a gas turbine engine (GTE), the durability of which
mainly determines the engine overhaul time [1]. One of the ways to increase the durability of turbine blades is to apply
special protective coatings on their surfaces [2]. The coating is a complex composite structure. To select materials for it
and determine its optimal geometric characteristics, it is necessary to know the operating conditions of the part: the
distribution of temperatures, pressures, and shear stresses on the surface of the blade.
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The highest requirements are posed on the shape of the blades, as well as on the selection of materials, their
manufacturing technique, and special coatings [3]. When designing special coatings, the basic initial information is the
geometric profile of the surface of the part, since the parameters of the coating manufacturing process are set on its basis.

Among the characteristic elements of the profile, the following can be distinguished: chord — distance between the
most distant points with a horizontal arrangement of the blade, like an airplane wing; suction side — upper part of the
profile; pressure side — lower part of the profile; leading and trailing edges [4].

The shape of the blade cross-section profile is selected both on the basis of experimental studies of pilot units and
actual engines [5], as well as on the results of numerical experiments on models [6]. In the course of numerical simulation,
we study the task of creating a geometric model of the blade based on a given cross-section profile and transferring it to
the appropriate CAD/CAM system [7], or an engineering analysis package [8], in which the parameters of the physical
properties of the materials of the parts are set, the boundary conditions of the problem are determined, and calculations
are performed.

Traditionally, when creating a blade drawing, its profile is described by a set of circular arcs, which is then transferred
point-by-point to the module for developing a geometric model and generating a grid of finite elements. The disadvantage
of this approach is that when building each new model, you have to manually create its profile in the graphical editor. In
this regard, methods of parametric modeling of the blade cross-section profile are proposed to automate this operation.
One of the most well-known models is the nine-parameter RATD (Rapid Axial Turbine Design) model described in [9].
At the same time, the practice of using RATD has revealed certain disadvantages inherent in this model, specifically, the
inconvenience of using it when optimizing the geometry of the profile, as well as insufficient accuracy. On this basis, the
authors [10] proposed a modified version of this model, which included a larger number of parameters. Methods of
parametric modeling of blade cross-section profiles are also actively used in domestic practice. Thus, in [11, 12],
algorithms for the automated construction of the blade profile using approximation by curves from a set of parabolas and
Bezier curves of the second order were proposed. In [13], a method for designing a grid of GTE profiles based on these
algorithms was described. The use of parametric models of blade profiles in solving optimization problems was
considered by the authors in [14, 15].

At the same time, it should be noted that the existing methods of parameterization of the blade profile are not without
a number of disadvantages. The main disadvantage of traditional blade profile parameterization schemes based on the use
of second-order curves is that different functions have to be used for different parts of the workpiece to maintain the
accuracy of the description. At the same time, these functions do not form an orthogonal system, and the values of the
parameters determined by the approximation of the existing profile by the least squares method turn out to be correlated.
This leads to the fact that it is not possible to construct a continuous mapping for a set of parameters when the system
approximates the cross sections of the three-dimensional surface of the blade of double curvature.

It should also be noted that there is currently no universal technique for parametric modeling of GTE blade profiles,
and the selection of a specific technique depends both on the goals of modeling and on the characteristics of the specific
type of engine being designed. However, the forms of input information can vary significantly. It can be a geometric
model in the form of a file in the format of one of the CAD systems, or just a set of points from a database of profiles
of the type [16].

Thus, an additional requirement for the parametric modeling technique of the blade profile, due to the purpose of the
model, is versatility with respect to the format of the source data.

This research was aimed at the creation of the technique for approximating the profile of the GTE blades, free from
the above disadvantages and convenient for use in the subsequent analysis of the working conditions of special coatings
on the surface of the blades. This was demonstrated by the example of solving the problem of gas dynamics for three
different blade models, whose profile was parameterized through the proposed technique.

Materials and Methods. The authors used an option of parametric models of the blade profile based on the orthogonal
Legendre polynomials [17]. A Python application was created for automated processing of source profiles. This made it
possible to calculate the coefficients of approximating polynomials for the contour lines of the blade, visualize the
calculation results in the form of graphs of initial points and approximation curves for the suction and pressure sides of
the blade, save the initial points of the profile, an array of coefficients of approximating polynomials and the coefficient
of determination of the model in the database, and create a dxf file based on the points of approximating functions to
transfer it to the CAD system and an engineering analysis package.

The constructed two-dimensional geometric models of the blades were used to solve the problem of a stationary
aerodynamic flow around the blade in the approximation of potential flow. The velocity distributions calculated as a result
of solving this problem in the flow were used to study the effect of the blade profile on its cooling in the aerodynamic flow.

Calculation method. The orthogonal polynomial systems used as the basis of the proposed method provide linear
independence of the approximation coefficients and are devoid of a disadvantage that causes difficulties in constructing
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models that are continuous in parameters. The degree of polynomials is selected to be high enough — of the ninth order,
so that the set of two polynomials for two parts of the profile (suction and pressure sides) is twenty parameters, which is
sufficient for approximating very complex profiles. The type of the approximating function and the method of calculating
estimates of its coefficients are described below.

We denote the approximating line of the blade profile using function y(x). The expression of this line in the case of a
number of Legendre polynomials of the ninth degree is represented as:

y(x)zZ::OaiLi(X), (1)

where a;— coefficients that are parameters of the model; L{(x) — Legendre polynomials calculated by formulas:

Ly =(3x?-1)/2;
Ly =(5x* =3x) /2;
Ly =(35x* —30x +3) /8;
Ls =(63x* —70x* +15x) /8; )
Le =231/16x° —315/16x* +105/16x> — 5/16;
L, =429/16x7 —693/16x° +315/16x> —35/16 x;
Lg = 6435/128x* —3003/32x° +3465/64x* —315/32x2+35/128;

_ 12155 6435 /9009 1155 N 315
PU128x° 32x7 64x° 32x° 128x
Let the coordinates of the initial blade profile be given by a set of points y; = y° (x,-), i=1,..., N. Substituting

values x; in functions (2), we obtain matrix X of size N x 10. The coefficients of the approximating polynomial for the
given blade profiles were found by the least squares method from the minimum condition of the sum of squared deviations

of the given values y; and calculated through the regression equation (1):

N 2
1;= F—ylai, xi)) — min. 3
a zfjl(y, y(ai, x )) min 3)
The estimates of coefficients @; were calculated using the well-known regression analysis formula:
-1
a:(XTX) XTy, 4)
where ¢ — notation for the vector of coefficient estimates; y — for the vector of points of given profile y;.
The approximation accuracy was estimated by the determinacy coefficient of the model (the coefficient of
determination R?), which, with a good approximation, should be close to unity:

2 Z(y(xi)—y,-")z

RP=1-4="~ " " )

2
Z (? C-yi )
where y“— average value of y;.

In design practice, it is customary to describe the leading and trailing edges of the contour of the blades with the radii
of circles. In this regard, the coordinates of the points of the approximated profiles between the arcs of the circles of the
leading and trailing edges were considered in this paper. For the purposes of approximation, the contour of the blade in
question was assumed to be horizontal, so that the blade chord line coincided with the abscissa axis of the Cartesian
coordinate system. To preserve the orthogonality condition of the models, size normalization is mandatory. In this regard,
all dimensions were normalized by the length of the blade chord, so that the abscissas of the profile points lay in the range
of 0.1. This provided the orthogonality of functions (2) with coefficients calculated by formulas (4).

Research Results. Table 1 shows the coefficients of approximating polynomials for blade profiles belonging to
different types of GTE to study the heat fatigue of a thermal-protective coating consisting of two metal and ceramic layers:
profile of the compressor blade C8626 [13], profile of the NASA blade of a highly efficient high-pressure GTE [18], and
profile of the simulator blade used in [19].
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Table 1
Coefficients of approximating polynomials for blade profiles from different sources
Coecfficients [13] [18] [19]

suction side | pressure side | suction side pressure side suction side pressure side
ao 142.4250 —123.0993 —1275.6471 717.8336 —1043.6707 527.0915
a —374.3446 324.9875 3328.6126 —1868.9670 2719.5055 —1369.9895
as 477.9332 —417.7186 —4181.1239 2338.1048 —3406.1466 1707.9198
a —444.4554 392.7204 3794.0526 —2108.4202 3077.0694 —1531.8025
as 324.6819 —292.0489 —2684.7257 1479.0172 -2164.2992 1066.1471
as —189.2284 174.3673 1502.4170 —818.4219 1201.7203 —583.7501
a6 86.8260 —82.4103 —654.4877 351.5869 -518.2516 247.3087
a; -30.0775 29.5457 211.8930 —111.9355 165.6344 —77.2958
as 7.1533 -7.3024 —46.0284 23.8450 -35.3931 16.0493
ay -0.9024 0.9652 5.1021 -2.5861 3.8411 —-1.6752
R2 0.9999 0.9993 0.9896 0.9990 0.9982 0.9994

Figure 1 shows the starting points of these profiles and the corresponding approximating lines.
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Fig. 1. Initial points and approximating lines of blade profiles presented in Table 1,
sources of blade profiles: a — [13]; b — [18]; ¢ — [19]
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As mentioned above, the aim of parameterization in this paper is to approximate the profile by a continuous function
followed by modeling the distribution of external parameters over the surface of the blade. To illustrate the possibility of
solving this problem, we consider a simple two-dimensional model of a blade in a stationary aerodynamic flow, in the
approximation of potential flow. In this case, the distribution of the velocities of flow v(x, y) is described by the equation:

oy

ve ox , ©6)

where function v is found from the solution to the Laplace equation:
Ay =0, (7)

which in this case corresponds to the incompressibility condition (V V= O) and vortex-free flow (Vxv= O).

The boundary condition for function y will be equal-zero velocity in the normal direction of the blade surface, which
means that y is constant on this surface.

We denote the profile line of the blade surface by S and search for a solution to equation (7) in region Q, bounded by
the outer part with respect to S and the inner part with respect to circle C of a sufficiently large diameter, compared to the
length of the blade chord, so that the flow is homogeneous on surface C. That is, the conditions are set at the boundary of
the domain 0Q =S U C:

W5 =0,y =va-xt, ®)
where v, — uniform flow velocity vector.

After calculating the velocities, the pressure distribution can be found using the Bernoulli equation:

v

2

PV

where p — gas density; B — Bernoulli's constant, which can be set equal to p., + ——, where p., — pressure at an

infinite distance from the blade.
The variational formulation of problem (7) looks like this:

vaw=o, Ywe Hb(Q). (10)
Q

The solution to this problem was carried out by the finite element method. For comparison, the calculation was
performed for three variants of blade profiles, shown in Table 1, with the same chord length [.

The obtained results were further used in solving the problem of cooling the blade in an aerodynamic flow. Such a task
makes sense for thermocyclic testing of coatings on simulator blades. In this case, the problem statement looked as follows:

0T =V (kVT)+v-VT =0, (11)
where 7 — temperature; t — time; k — thermal diffusivity coefficient.
Initial temperature distribution:
T(tzO,x):To(x) (12)

was assumed to be as follows: inside the blade, a constant temperature was 400°C, ambient temperature was 0°C. The
boundary conditions corresponded to the absence of heat flow on the outer contour C:

ar 0. (13)

=0,T
on

Cyn>0

C,vn<0 N

The distribution of flow velocities in problem (11) was calculated when solving problem (10), while the velocity on

contour C was assumed to be v:IO[l/s] (length dimension in units of chord length). The thermal conductivity

coefficients of the blade and gas were assumed to be 0.1 and 0.01 [l 2 / S:I, respectively.

The program code for solving problems (10), (11) was written in the input language of the universal finite element
package FreeFem++ [20].
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Figure 2 shows the pressure and temperature distributions calculated as a result of solving problems (11), (12), when
the blade cools down for 25 seconds in the aerodynamic flow for the three studied blade profiles shown in Figure 1.
Table 2 shows the calculated values of the minimum relative pressures near the blade surfaces and the maximum

temperatures of the blades.

¢

Fig.2. Calculated distributions of pressure (p, left) and temperature (T, right) when modeling the flow and cooling in the flow of
the blades of the studied profiles (profile designations — as in Fig. 1). Flow vector direction angle with blade chord direction was 10°

Table 2

Minimum relative pressure near the surface of the blade
and maximum temperature of the blade after 25 s cooling
in the aerodynamic flow

Parameters Blade profile
[13] [18] [19]
Poin | Do 0.599 0.699 0.720
Toax (t =25),°C 156.9 2452 263.4
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Discussion and Conclusion. Judging by the data presented in Table 1, the coefficients of determination R? for all
studied blade profiles were close to unity, despite the fact that the shapes of the profiles differed significantly. This
confirms the good quality of the approximation and is also illustrated by the data in Figure 1. Thus, the proposed method
makes it possible to construct approximating blade profile lines for various types of GTE with high accuracy.

The paper also illustrates the possibility of using approximating functions under calculating the distribution of
pressures and temperatures on the surface of the blade on the basis of solution to the problem of gas dynamics. Further,
this distribution can be used to optimize the structure of special blade coatings, such as heat-protective coatings. The data
shown in Figure 2 and in Table 2, confirm that this task can also be successfully solved. The patterns of pressure and
temperature distributions for different blade profiles have common features, but the detailed picture differs. It can be seen,
specifically, that the blade of the profile [19], which has a larger cross-sectional area compared to the others, is
characterized by a higher value of relative pressure in the area of the outlet edge and a lower cooling rate. This is also
illustrated by the data given in Table 2. Since, from the point of view of the strength of the adhesive bond of the coating
with the substrate, the most dangerous forces are directed normally away from the surface of the blade, the relative
minimum pressure near the surface is relevant. Its values are presented in Table 2. With account to the calculation
obtained, it is possible to reasonably approach the design of a special coating for the surface of a blade of a specific
profile: adjust the materials and thickness of the coating depending on the degree of loading of individual surface areas.

Note that these calculation results are presented only as an illustration of the possibilities of the proposed profile
approximation technique. Therefore, the model of gas dynamics used in the work is quite simplified. In a specific task, it is
necessary to use a more rigorous model with parameters corresponding to the specified type and mode of the GTE operation.

Thus, the proposed technique for approximating the blade profile of the GTE, based on the use of orthogonal
polynomials, is a convenient tool that provides automating the development of a geometric model of the blade and
comparing different types and profiles of blades, solving the corresponding problems of gas dynamics. At the same time,
for a given blade profile and working conditions of a GTE, it is possible to obtain a distribution of temperatures and forces
acting on the blade surface, which is required to predict the durability of special coatings [21]. Based on this calculation,
it is possible to optimize the coating technology by varying its thickness and/or composition, increasing the coefficient of
durability in the most dangerous areas.
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Abstract

Introduction. In recent years, the development of high-voltage power systems has received a boost due to the need for
infrastructural support for priority development areas. Universal models and algorithms are required to implement
processes in power components and identify their optimal parameters. However, there are no such solutions. Accordingly,
there are no ready-made subsystems with control and optimization algorithms adequate to the tasks under consideration.
The objective of the presented research is to develop an optimization subsystem for the design of control and measurement
components of power distribution systems.

Materials and Methods. Methods for constructing automated design systems, optimization, system analysis,
mathematical modeling, and adaptive control were used. When selecting methods, we proceeded from the fact that the
components of power distribution systems consisted of a finite number of elements. The synthesis of a power system
includes tens or hundreds of sequential operations. This was taken into account in the developed models and algorithms.
Results. The possibilities of managing and monitoring manufacturing processes (MP) for the production of components
of low-voltage power distribution systems were shown in terms of checking the operability and correct functioning of
processing equipment. A modular structure was created to allow the integration of CAD output files into the
manufacturing processes of energy distribution system components. A functional diagram of a subsystem for control and
monitoring of the manufacturing processes of the production of components of power distribution systems was developed.
The proposed schematic diagram of production control showed how the data collection subsystem, management system,
and operating mechanisms were involved in the control of operations. The multi-level optimization module model created
within the framework of this research sequentially optimized the service intensity of the i-th block, the input flow
separation coefficients, and the priorities of the original data flows that form the input flow of the i-th block.

Discussion and Conclusion. The combined application of modeling, system analysis, and optimization methods
maintains control of the accuracy of the generated power components. The algorithm for controlling electrical loads opens
up opportunities for creating a mathematical model of a power supply system that combines management, control, and
monitoring, which ultimately leads to an improvement in the quality of electric power. The solution can be in demand in
the development of power systems of priority development areas.

Keywords: improvement of electric power quality, power distribution system, data flow in the optimization module,
multi-level optimization model

Acknowledgments. The authors would like to thank colleagues of Voronezh Institute of High Technologies for their help
in preparing the manuscript of this article.

For citation. Klimenko YuA, Lvovich YaE, Preobrazhensky AP. Design of Instrumentation and Control Components of
Power Distribution  Systems. Advanced  Engineering  Research  (Rostov-on-Don).  2024;24(1):88-97.
https://doi.org/10.23947/2687-1653-2024-24-1-88-97

© Klimenko YuA, Lvovich YaE, Preobrazhensky AP, 2024


http://vestnik-donstu.ru/
https://doi.org/10.23947/2687-1653-2024-24-1-88-97
mailto:klm71165@mail.ru
https://doi.org/10.23947/2687-1653-2024-24-1-88-97
https://creativecommons.org/licenses/by/4.0/
https://crossmark.crossref.org/dialog/?doi=https://doi.org/10.23947/2687-1653-2024-24-1-88-97&domain=pdf&date_stamp=2024-2024-03-30
https://orcid.org/0000-0001-5116-6164
https://orcid.org/0000-0002-9531-9270
https://orcid.org/0000-0002-6911-8053

Klimenko YuA, et al. Design of Instrumentation and Control Components of Power Distribution Systems

Hayunas cmamos

IIpoexTHpOBaHME KOHTPOJIbHO-U3MEPHUTEIbLHBIX KOMIIOHEHT pacnpeaeTuTeIbHbIX
JHEpPreTHYEeCKUX CHCTEM

I0.A. Knumenko = D4, S1.E. JIbBoBu4 =, A.Il. TIpeodpakeHckuii

Boponexckuii HHCTUTYT BBICOKUX TEXHOJIOTHH, I. Boponex, Poccutickas denepanus

P4 klm71165@mail.ru

AHHOTaNNA

Beedenue. B mocnenHye TONBI Pa3BUTHE BRICOKOBOJIBTHBIX 3HEPTETUYCCKUAX CHCTEM TMONYYHIIO HOBBIA MMITYIIBC B CBSI3H C
HEOOXOIMMOCTBI0 HMH(PACTPYKTYPHOrO OOCCIICUCHHsT TEPPUTOPUI OMepekaromero pasBuThs. HyXKHbBI yHUBEpPCATbHBIC
MOJICTIA M AJTOPUTMBI JUIS PEav3aliy POIECCOB B DHEPreTUYCCKUX KOMIIOHEHTAX M BBIABJICHUS HMX ONTHMAJIBHBIX
napameTpoB. OIHAKO TakKe pelieHust OTCYTCTBYIOT. COOTBETCTBEHHO, HET TOTOBBIX MOACHCTEM C AJITOPUTMAMH YIIPABICHHS
W ONTUMH3AIMH, AJCKBATHBIMH pacCMaTpHBacMbIM 3amadaM. llens MpeacTaBiICHHOTO HCCIICIOBAaHUS — pa3padoTKa
MOACUCTEMBI  ONITUMHU3AIMN TIPU  TPOCKTUPOBAHWU  KOHTPOJBHO-U3MCPUTEIIBHBIX KOMIIOHCHT pacClpeaCIUTEIIbHBIX
SHEPreTUYECKHUX CUCTEM.

Mamepuansl u memoodwl. VICIONB3YyIOTCS METO/bI MOCTPOSHHS ABTOMATH3MPOBAHHBIX CHUCTEM IPOSKTUPOBAHHUS,
ONTHMHU3AIMK, CUCTEMHOTO aHaln3a, MaTeMaTHYeCKOr0 MOJICIUPOBaHKS W aJanTUBHOro yrpasienus. [Ipu BeiOOpe
METO/IOB HCXOJIUITH M3 TOTO, YTO KOMITOHEHTBI PAaCTIPEICTUTEILHBIX JIEKTPHUSCKUX CUCTEM COCTOSIT U3 KOHEYHOTO YHCIIA
aneMeHTOB. CHHTE3 YHEPreTHUECKON CHCTEMbI BKITIOUAET IECITKU UITH COTHHU MOCIIEA0BATENILHBIX ONeparuii. ITO yYTEHO
B pa3pa0OTaHHBIX MOJCISIX U aJrOPUTMAX.

Pe3ynomamut uccnedosanusn. Iloka3zaHbl BO3SMOKHOCTH YIPABJICHUS U KOHTPOJS TexHoJormdeckux mporeccoB (TIT)
MMpOU3BOACTBA KOMIIOHCHT HHU3KOBOJIbTHBIX PACIPECACIUTCIBHBIX OJHEPreTHUUYCCKUX CUCTEM B IUIAHE IIPOBEPKU
PpaboTOCIOCOOHOCTH M KOPPEKTHOCTU (DYHKIIMOHHUPOBAHUS TEXHOJIOTHYECKOTO obOopynoBanusi. Co3maHa MOIyJbHAS
CTPYKTYypa, MO3BOJISIIOINAS MHTerpupoBarh Bbixonuble ¢aiiei CAIIP B mponeccsl mpousBoxacTBa. Paszpaborana
(YHKIMOHAJIbHAS CXeMa MOACUCTEMbI YIIPABJICHUS U KOHTPOJISl TEXHOJIOTUUECKHX [TPOLIECCOB ITPOU3BOICTBA KOMIIOHEHT
pachpeieNuTebHbIX JHEPreTUYeCKUX CHCTeM. [Ipe/uiokeHHas NpPUHLIMIHANBHAS CXeMa KOHTPOJISl MPOU3BOJCTBA
MOKAa3bIBACT, KAKMM 00pa3oM B KOHTPOJIE OMepalnii 3a/1eiicTBOBaHbI OCHCTEMa cOOpa JaHHbBIX, CUCTEMA YIPABICHUS U
yrpapisiionpe Mexanu3mbl. Co3fgaHHas B paMKax JaHHOW pab0Thl MHOTOYPOBHEBask MOJENb MOJIYJIsl ONTUMU3AIMN
MOCIIE0BATENbHO ONTUMH3UPYET MHTEHCHBHOCTh OOCTY)KHMBaHUS i-T0 OJ0Ka, KOIPPHUIMESHTHI Pa3IeICHUs] BXOIHOTO
ITOTOKA W MIPHOPUTETHI HCXOMHBIX MIOTOKOB TAHHBIX, 00Pa3yIOIIUX BXOAHOH MTOTOK i-T0 OJIOKa.

Ooécyyncoenue u 3akniouenue. KOMIUIEKCHOE NPUMEHEHHWE METOJOB MOJEIMPOBAHUS, CUCTEMHOIO aHaju3a,
ONTUMH3AIMY 00ECIICUNBACT KOHTPOJIb TOYHOCTH (POPMHUPYEMBIX SJHEPTETHYCCKIX KOMIIOHCHT. AJITOPUTM YIIPABICHUS
JNIEKTPUYECKUMH HArpy3KaMH OTKPBIBACT BO3MOXKHOCTH JUIS CO3JAHHMS MAaTeMaTU4YeCKOH MOJIEIH CHCTEMBI
SHEProCcHA0KEHUs, KOTOpas OOBEIUHSCT YIPABICHHE, KOHTPOJb, MOHHTOPWHI, YTO B KOHEYHOM CYETE BEICT K
YIIYYIIICHUIO KauecTBa DJICKTPO3HEPTUH. PelieHrne MokeT ObITh BOCTPEOOBAHO MPH Pa3BUTHU SHEPIETUUESCKUX CHUCTEM
TEPPUTOPHUI ONEPEKAOIICTO PA3BUTH.

KnroueBble ciioBa: yiydllleHHEe KauecTBa BJIEKTPOIHEPIHH, PACIIPEACIUTENIbHAS JHEpreTHdeckas CHCTeMa, IOTOK
JaHHBIX B MOJyJIE ONITUMU3ALH, MHOTOYPOBHEBAsI ONITUMU3ALMOHHA MOJIEIIb

BaaronapHocTu. ABTOpEI OnaronapHsl BopoHEKCKOMY HHCTUTYTY BBICOKHX TEXHOJIOTHIA 32 TIOMOIIIb TIPH TTOATOTOBKE CTATHU.

Jnst murupoBanusi. Kmmvienko FO.A., JTsBoBud S1.E., TIpeoOpaxenckwit A.I1. ITpoekTipoBanne KOHTPOIBHO-U3MEPHTETEHBIX
KOMITIOHEHT ~ PacHpe/ielIMTENbHbIX — DHEpreTHYecknX cucrteM. Advanced — Engineering  Research — (Rostov-on-Don).
2024;24(1):88-97. https:/doi.org/10.23947/2687-1653-2024-24-1-88-97

Introduction. The creation and development of power distribution systems with the required parameters is an
important science and technology task. Active theoretical and applied developments are underway in the high-voltage
energy area. In recent years, priority development areas have been formed and developing in Russia. These are production
clusters that need to be provided with high-quality infrastructure, including energy infrastructure. In most cases, we are
talking about small settlements that initially lag behind in economic, social and infrastructural terms. The solution of
power problems under such conditions should be facilitated by the use of universal models and algorithms that will, in
particular, identify the optimal parameters of the components of power processes. Such solutions are not presented in the
literature. Accordingly, there are no management and optimization subsystems developed on their basis.

The high cost of modern power equipment should be noted. Its effectiveness assumes that the setting provides optimal
parameters for the operation of the components. When designing monitoring-and-measuring components of power
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distribution systems, it is important to specify control and tolerance points regarding the quality parameters of the
corresponding process steps [1]. During production, processing sequence should be determined.

Let us consider the last situation, i.e., production, in greater detail. A large number of process steps can create
difficulties associated with control and management [2]. Therefore, when releasing components of power equipment, it
is important to specify the requirements for the subsystem of control and optimization of manufacturing processes (MP).
Such a subsystem is used in the manufacture of prototypes. Another recommended approach is the examination of power
modules. It provides determining adequate output parameters. It is also important to take into account the influence of
external actions [3].

The selection of algorithms should be based on the methods of mathematical statistics. This makes it possible to
control and optimize the quality parameters of processes and use appropriate management procedures [4]. Versatility
should be noted as an advantage of the algorithms. By the provision of it, within the framework of a systematic approach,
it is possible to plan and implement research in this direction [5]. It is known that the start of manufacturing new power
equipment is not always provided with the required statistical data. In this case, it makes sense to apply adaptive
management methods. Self-optimization procedures are convenient to use when there are changes in the requirements for
MP, as well as when external conditions vary [6]. The objective of the presented research is to create an optimization
subsystem in the design of monitoring-and-measuring components of power distribution systems.

Materials and Methods. Methods of creating automated systems for design, optimization, system analysis,
mathematical modeling, and adaptive management are used. When selecting methods, it was taken into account that the
components of power distribution systems consist of a finite number of elements. In more detail, the task can be presented
as follows. It is planned to produce equipment components for power distribution systems. It is required to create a
subsystem that will manage and optimize engineering MP. The analysis provides selecting and using the adaptive control
method of such a subsystem [7].

The synthesis of the entire power system involves dozens or hundreds of sequential operations, and this is taken into
account in modeling and algorithmization.

In the production of components of power complexes, it is proposed to use simulation modeling based on the MP
optimization module [8]. At the same time, the quality of the components is considered in relation to the parameters of
the created power distribution system. Uncontrolled MP parameters can also be taken into account.

Figure 1 shows the integration of computer-aided design (CAD) output files into the production of components of
power distribution systems in the form of modules.

Operator Interface CAD
A A
> Project formation
\ 4
\ 4
Module containing standards Synthesis of power components
A
\ 4
A
Module that implements control Combining power components
A X
Y A 4
Mgdule related . Implementation of modeling processes
to equipment selection

i A 4 \ 4

Generating output files for production

Module for optimization
of manufacturing processes

A 4

Database

Fig. 1. Modular structure of integration of CAD output files and production of components
of power distribution systems
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The control module provides transmitting the process data to an automated control system (ACS) [9]. During the MP,
operators receive data on the reliability of the power components being created. At the same time, the results of the
physicotechnical expertise are taken into account, and the optimization module is used. The impact of various factors on
the efficiency of power equipment is monitored. The data on previously manufactured components are analyzed. In further
developments, the proposed module will make it possible to save and take into account several types of hardware settings.
They can be used in production to determine tolerance ranges for each process step [10].

The ACS should include four modules.

1. Subsystem of interoperative control support.

2. Transport operations management module.

3. Subsystem for managing MP modes.

4. Subsystem of process steps management.

Such ACS translates information from designers to production. In practice, various quality management systems
are used for the components of power distribution systems being created, including those with production control
subsystems [11].

In this paper, an automated subsystem for control and optimization of monitoring-and-measuring components of
power complexes is proposed. It provides different types of impacts on MP for any stage of production. The previously
obtained data allow the subsystem to reduce the number of defective elements, i.e., to improve the quality of products.

Figure 2 illustrates the structure of this subsystem. It was formed on the basis of the requirements for the efficiency
of production processes. In addition, different types of components being formed were taken into account. Previously
used values of MP parameters can be applied for analysis. The operator has the opportunity to change them.

Programs Programs Programs
for dialog interaction for interface to process messages
A I A A
\ 4 v \4
. Input and output
Main program module
Automated task setting module
Target . . Libraries
Function Compiler — Basic Process Model Compiler of basic algorithms and models
Adanti Compiler Procedures
aptive for non-standard conditions for passing parameters
control algorithms
Module including application models
_ A
Block for adjusting .
mathematical models Block for production
of power components
Precision Setting Power Component Design Data
Transfer procedures Block Processing Unit Database
Block for processing results
of manufacturing processes
Control Module
Optimization Module

Fig. 2. Functional diagram of subsystem for management and control of MP
components of power distribution systems
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The main program is considered as the basis of the automated task module, and for the processes of setting up and
transferring MP parameters. An analysis is carried out to identify the need to adjust equipment settings. A special role is
played by programs for processing messages and supporting dialog interaction. They make it possible to adjust the MP
manually. The operator has the ability to download current settings from the database. They are set manually or through
an input and output module.

The optimization module generates a list of top-level management operations for a specific MP. Then, the
operations are analyzed, the optimization accuracy and production parameters are set. According to the information
received, the application models are transferred to the module. At the same time, analytical and statistical models
of basic MP operations are used. For each such operation, the input and output parameters are determined in the
corresponding part of the system.

The control module develops and refines the mathematical model of production processes [12]. It is then used to
determine the tolerance for quality parameters within the framework of individual process steps. The model is developed
in the module of applied models. The automated task module is designed for procedures to maximize the target function.

The received settings for equipment, management and process parameters are recorded in the database. Then,
during the production of power components, the process is analyzed, and the current settings of the equipment
elements are adjusted.

The study of MP management and control is required to verify the operability of processing equipment, the correctness
of its operation and the organization of production.

Research Results. The monitoring-and-measuring components of power distribution systems consist of a finite
number of elements. The component production involves dozens or hundreds of sequential operations and relies on
solving the problem of forming components with maximum accuracy. At the same time, uncontrolled parameters
should be taken into account for any step. For this purpose, correlation analysis, adaptive management, and
optimization are used.

Particular models are combined into a general model for creating power components, which can be adjusted (e.g.,
with account of experimental testing of equipment or requirements for specific components). Some algorithms are created
on the basis of the results of monitoring the formation of components and, as a result, provide improving the quality with
changes in operating modes. The main indicators of the efficiency and stability of production can be considered the values
of the output indicator of valid power components.

The following are three key features of managing the processes of component formation.

1. It is important to maintain the specifications at the required levels for input and output components for
different batches.

2. Algorithms affect the shutdown of each processing step.

3. Constant wear of equipment requires regular adjustment of process parameters.

We describe the model based on the MP of creating power components [13].

Suppose that the (i—1)-th operation of MP is being considered:

u,‘=F(uH,v,‘). (1)

Here, u; — quality parameter of the power components of the current operation; v; — production option.

It is important to take into account that in practice not the quality parameters of the power components are critical, but
the design parameters that depend on them (e.g., highspeed response). Then:

g,' :F*(u,-_l,kl-). (2)

Here, g; — controlled parameters of the current operation; k; — design parameters.

The production of power components is described as a trajectory with a change of state. According to the final state,
the adjustment of the MP is carried out. Within the framework of trajectory management, the corresponding tasks are
solved. The optimal solution is selected from a variety of solutions [14]. At the same time, the specified characteristics of
the generated power components are taken into account. In this case, the control actions should provide the best match of
the required and output characteristics of the components being formed K" . Here, n — number of MP operations.

The basic industrial technology determines the initial data, the processing sequence, and sets limits on control variables.

When selecting the number of MP operations (n—1), the target function is as follows:

E, =G(K1...K,1,c1...cn). 3)

Here, ci...c, — selectable process control variables.

We introduce parameter ¢;, which characterizes the corresponding goals associated with the i-th operation. For (n—1)
operations in MP, the following expression is valid:

fnfl (Kn ) =min ((Pn—l [Kn;cnfl ] + Jn—2 (anl )) =min Cnfl (Kn »Cn—1 ) (4)
Cn—1
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If there is one operation in the MP, then:

ﬁ(Kz)Zm‘in(Kz,h). (5)
Significantly,
fo(Ki)=0. 6)
Under such conditions for MP, the target function is defined as follows:
Ci(K2.c1)=9(Ka,cr). (7

The schematic diagram in Figure 3 shows how the power components are generated. The MP data acquisition
subsystem (sensor system and instrumentation) transmits the values of input and output parameters for each processing

step n to the control system. This happens before and after each step n (n =0,1,2, ..., m). The values are recorded in the
data collection subsystem.
Start
Cm
Yy y
Step 0 Step m
km+1 i
\ 4
Control 0 Control 0 > End
I
VY
| Contrp : < Control system < .. .Data
mechanisms acquisition subsystem

Fig. 3. Schematic diagram of control of production of power components

In total, m steps are considered. The work ends after performing m+1 steps.

The use of the optimization model makes it possible to form technologies for converting the input data flow (Xsx). The
main channels for processing input data are:

— process department (PD);

— production department (PRD), n = 1;

— N of structural subdivisions (SS").

Figure 4 shows the block diagram of the transformation of the input data flow.

Xiiixs
\ 4
o X%
X Bpix2 € PD PRD > SS” queue
A
X b1 Xix° X%
XIR| | Xk
\ 4 \4
PD queue PRD queue < SSn
XBx
XSiixe

Fig. 4. Block diagram of data flow distribution in the optimization module
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Here, Xpx — input data flow to be processed in PD; X ooy, X aoxss X g]?m — data flows at the output of PD;

CIT

X5 — input data flow for processing in PRD; X 5y, X pix, — data flow at the output of PRD; X§¥ — input data

flow for processing in the n-th (n =1, N) S8 X 50|, XSy, — data flows at the output of SS”. At the same time, the
flow at the output of the optimization module Xppix = X g
The scheme efficiency is determined by three factors.
1. For all types of input data flows for any block in the system, the intensity and maintenance mechanisms are considered.
2. Input flow for each block is divided into several output data flows.
3. Depending on the level and priority, it is needed to observe the data queue in each block.
It is possible to analyze these processes using a multilevel optimization model (Fig. 5).

AxiRij

Optimization of service intensity of the i-th block

%3

Optimization of separation coefficients of the i-th input flow L

s
Sli A BbIX/i

Optimization of priorities of initial data flows
forming input flow of the i-th block

* ok
kith; ka

Selection of power component resources
and formation of data flow patterns

Fig. 5. Multilevel optimization model of the optimization module

Here, Asx;, i =1,/ — intensity of the input data flow associated with Xpx; i-th block; i =1,/ — block numbers for
power components; R; — guaranteed level for the j-th ( j = 1,J ) resource in the i-th block; j =1,/ — numbers related
to resource provision; , i = 1,7 — intensity of data management associated with the i-th block; u; — optimal intensity

value; v; — data separation coefficient of the i-th flow to the st output; /=1,L — designation of numbers in output

flows; vj; — optimal value in the separation coefficient; k =1, K — values of the numbers of source data flows for the

input flow in the i-th block; k* =1, K* — numbers of the source flows that will show the optimal priorities;
tiii1 — time of interruption of data k; management by data k;; with mixed priorities; ¢4 x; — optimal time for interruption

of data k; management by data k;;.
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The optimal pattern of priorities for the lower level is determined. The optimality problem is solved according to the
Bellman principle, i.e., the optimality principle is proved to the contrary. It is accepted that part of the process is not
optimal according to the quality criterion. The criteria of the initial and optimal processes are compared. Based on this
comparison, a conclusion is drawn about the proof of the optimality principle [15]. The selection is made during the
processing of different types of data according to optimal, absolute, and mixed priorities. The task scheduler can use
various algorithms to make decisions about the order of tasks. In some cases, optimal priorities are useful, in others,
absolute ones. Tasks with a higher priority are completed earlier, and, accordingly, the response to them is faster. When
combining (mixing) priorities for individual applications, non-priority service is possible.

The optimal mechanism for dividing into several output flows at the middle level is selected by the input data flow
for each block.

At the upper level, the following are selected:

— input flow balanced in intensity;

— resource provision of the module for optimizing the intensity of management for each block.

In this case, a gradient approach can be applied.

For energy components, a three-level parametric optimization is used in the selection of resources and the formation
of data flow patterns for each block.

Discussion and Conclusion. A subsystem for the management and control of MP for the production of monitoring-
and-measuring components of power distribution systems is created. It provides data collection and defect analysis
depending on the hardware settings. In addition, the solution can obtain requirements for equipment settings to achieve a
given level of component quality.

Optimization of the design is required, specifically, when modeling the control of electric loads to improve the quality
parameters of electrical power in 0.4 kV power distribution networks. The algorithm of the electric load control process
was studied in an adaptive system of control and management of the power quality [15]. Its operability has been
confirmed; therefore, the solution can be used in the development of equipment for 0.4 kV distribution networks. In
addition, this algorithm can be applied to develop a mathematical model of the power supply system, which is a set of
functions: monitoring, management, control. The use of modeling, system analysis and optimization methods, maintains
control of the accuracy of the generated power components. Adequate implementation of this approach can improve the
quality of electric power.

The results of the presented research are practically applicable, in particular, for solving problems related to the power
supply of the priority development areas.
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Abstract

Introduction. To date, numerous methods of nucleic acid amplification have been proposed, and each method has a
number of advantages and disadvantages. One of the most popular methods is Loop-mediated isothermal AMPlification
(LAMP). Unlike thermocyclic reactions, such as PCR (polymerase chain reaction), which require three temperature
changes and expensive equipment, in LAMP, the entire reaction takes place at one and the same temperature and at the
maximum rate possible. An important component of LAMP is primers (usually 20-25 nucleotides), which need to be
matched to a specific part of the nucleotide sequence. It is known that DNA sequence contains four nucleotides:
A — adenine and T — thymine, G — guanine and C — cytosine. There is a huge variety of permutations of these
nucleotides, and it is practically impossible to analyze such a large amount of data manually. Therefore, there is a need
to use modern computer technologies. More than 150 computer programs have been proposed for the design of PCR
primers, while for LAMP primers there are less than 10 of them, and each of them has a number of drawbacks, e.g., in
terms of the length of the analyzed site. Therefore, this work is aimed at developing a new domestic computer program

for the design of specific primers for LAMP.

Materials and Methods. The primer search algorithm was based on a linear search for a substring in a string, taking into
account the criteria of primer selection for LAMP. The program complex of LAMP-primer design was implemented in
Python programming language. The bioPython library was used to work with various DNA and RNA, and the Qt framework
was used to develop the interface.

Results. A modification of the direct sampling method using a stencil approach was proposed, taking into account the
GC composition and annealing temperature of primers depending on their structure. A software package with a friendly
interface was developed. It took into account the design criteria of primers: certificates of registration of computer programs
(LAMPrimers iQ No. 2022617417 dated April 20, 2022, LAMPrimers iQ loop No. 2023662840 dated June 14, 2023) were
received. The program is in the public domain at https://github.com/Restily/L AMPrimers-iQ

Discussion and Conclusion. The developed software packages can be used for research and analysis in molecular biology
and genetics, to create diagnostic test systems that provide high sensitivity and reliability of detection of specific DNA
and RNA. The software packages can be used in research institutes and laboratories engaged in the amplification of
nucleic acids. The results of evaluating the selected sets of primers for the LAMP reaction were tested, and the
effectiveness of working sets using the LAMPrimers iQ program was experimentally proven by the example of the
detection of genetic material of the SARS-CoV-2 coronavirus.

Keywords: primer design, loop primers, python, C++, loop-mediated isothermal amplification, LAMP
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Hayunas cmamos

KomnbrorepHasi nporpamMma noadopa npaiMepoB J1Jis NeT/1eBOil H30TepMHYecKOM
ammumnpuxkanuu (LAMP)
JLY. AXMeT351HOBa

Y dumMcknit rocyaapcTBEHHbIH He()TAHOHM TEXHUYECKU yHUBEPCUTET, T. Y ha, Poccuiickas Peneparnms
P4 www.lianab@mail.ru

AHHOTaNUs

Beedenue. Ha ceromHSIIHUIA [€Hb CYIIECTBYET MHOXECTBO CIIOCOOOB aMIUTM(HMKAIMHA HYKJIEHHOBBIX KHCIOT U y
KaXJIOT0 CII0c00a €CTh P JOCTONHCTB M HeAOCTAaTKOB. OTHIM M3 Han0OoJiee MOMyJISIPHBIX CIIOCOO0B SABIISIETCS METIEeBas
m3oTepmuueckas ammumukas (Loop-mediated isothermal AMPlification, LAMP). B oTimane oT TepMOIAKIIYECKIX
peakuuii, Takux kak [P (mommmepasHas menHas peaxmws), IJIsi KOTOPBIX TpeOyeTcsi CMeHa TpeX TeMIlepaTypHBIX
PEXUMOB U JIoporocTosiiiee obopyaoBanne, B LAMP Bcst peakuyst IpoXOANT IPH OTHOM TEMIEPaType U C MAKCUMAIbHON
Ha JIJaHHBIH MOMEHT CKOPOCTBIO. BakHbIM KomIioHeHTOM npoBeaeHHs LAMP-ammimndukanmm sBIsSioTcs npaimMeps
(06bryHO  20-25 HYKJICOTHIOB), KOTOpblE HEOOXOAWMO MOAOUpPaTh K OIPEIEICHHOMY YYacTKy HYKJICOTHIHON
nociuenoBarenbHOCTU. M3BecTHO, uTo mocnepoBaTtensbHocTh JHK comepxur uersipe HykiaeoTuna: A — aieHUH U
T — tumuH, I' — ryanus u Il — nuTo3uH. BapuaHToOB NEpECTAHOBOK 3TUX HYKJIEOTHJIOB OTPOMHOE MHOKECTBO, U
MIPOaHAIM3UPOBATh BPYUYHYIO Takoe OOJBIIOE KOJIMYECTBO JAHHBIX MPAKTUYECKH HEBO3MOXKHO, IMOITOMY BO3HHKAET
HEOOXOAWMOCTh B HCIOJB30BAHUM COBPEMEHHBIX KOMITBIOTEPHBIX TexHosoruil. Jns nuzaitHa [IL[P-mpaiiMepoB
npemiokeHo 6onee 150 KOMITBIOTEPHBIX TPOTpaMM, B TO Bpemst Kak it LAMP-nipaiimepos ux mernee 10, u kaxmas u3
HHUX UMEET PsiJl HEJOCTaTKOB, HAIIPUMED, TI0 AJMHE aHATU3UPYEMOro ydacTka. [103ToMy 1enbio TaHHON paboTHI ABISETCS
pa3paboTka HOBOW OT€UECTBEHHON KOMITBIOTEPHOH MPOTpaMMEbI AW3aifHa CIe(UIHBIX ITpaiMepoB nMeHHO it LAMP.
Mamepuanvt u memoovi. B 0CHOBE anropurMa MOUCKa NpaiMepoB JIEKUT JIMHEHHBIM MOUCK MOJICTPOKUA B CTPOKE C
y4eToM KpurepueB noabopa npaiimepos a1t LAMP. TIporpaMmustii kommuieke auzaiina LAMP-nipaiiMepoB pazpaboTtan
Ha si3bIKe IporpammupoBanus Python. st padotsr ¢ pasnmuunsivu JIHK 1 PHK ncnonszoBanace 6ubnmoreka bioPython,
a U1 pa3paboTku uHTepeiica — ppeiimMBopk Qt.

Pezynvmamur uccnedoganus. Ipennoxena Moaudukanus MeToa IpsAMoro nepedopa ¢ HCoNb30BaHUEM TpadapeTHOro
nojxona, yunutsiBarouiero GC-cocTaB v TeMIIEpaTypy OTXKHIa paiiMepoB B 3aBUCUMOCTH OT UX CTPYKTYphL. Pazpaboran
KOMILJIEKC TPOrpaMM C JPYXKeITOOHBIM HMHTEP(EHcOM, yUYMTBHIBAIOIINI KPUTEPUH U3aliHa MpaiiMepoB: IMOJYYEHBI
cBuzieTenbcTBA 0 peructpanuu mporpamm aiast OBM (LAMPrimers iQ Ne 2022617417 or 20 ampens 2022 roja,
LAMPrimers iQ loop Ne 2023662840 ot 14 utonst 2023 roga). IlporpamMma ecTh B OTKPBITOM JOCTYIIC IO aipecy:
https://github.com/Restily/L AMPrimers-iQ

Oécysycoenue u 3axniouenue. Pazpaborannsie mporpaMMHBIE KOMITIEKCHI MOTYT MCIIOJIB30BAaThCS /I NCCIIEIOBAHUN U
aHanu3a B 00JNacTW MOJIEKYJSIpHOW OWOJIOTMM M TEeHETHKH, JJIsl CO3/IaHHs JHarHOCTHYECKHX TECT-CHCTEM,
00ecIeunBaONIMX BBICOKYI0 UYYBCTBHTEJILHOCTh M JIOCTOBEPHOCTh OOHapyxkenusi cnenudpmueckux JHK m PHK.
[IporpaMmHBIE KOMIUIEKCHI MOTYT IPHUMEHSThCS B HAayYHO-HMCCIIENOBATENLCKMX HWHCTHTYTaX W JabopaTopusx,

3aHMMAIOIINXCS aMIUTN(uKanuell HyKIeHHOBBIX KUCIOT. Pe3ynbTaTsl OLCHKH OZOOpaHHBIX HAOOPOB IMpaiMepoB AL
peakiun LAMP anpoGupoBanbl, u 3(p(PeKTHBHOCTE pabo4yrx HAOOPOB ¢ MOMOINBI0 mporpammbl LAMPrimers iQ
JI0Ka3aHa YKCIePIMEHTAIFHO Ha MprMepe 00HapyKeHHs TeHeTHIEeCKOTro MaTeprana kopoHasupyca SARS-CoV-2.

KroueBble c10Ba: qu3aiiH paitMepoB, IeTiIeBkIe paiMepsl, python, C++, meteBas m3otepmudeckas amrumdukarms, LAMP
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Bbaaronapuoctun. ABTOp 0JarofapuT CBOEro HAYYHOTO PYKOBOJHTEINS, JOKTOpPa (U3MKO-MaTeMaTH4eCKUX HayK,
npodeccopa .M. I'ybaiinymnnna u kosuter u3 Muctutyta 6noxumuu u renetuku Y OUL] PAH 3a koHCynbTalum B X0/1€
BBIIIOJTHEHUS pabOTHI, a TAKXKE 33 IKCIEPUMEHTAIBHYIO alpoOaliio pe3yIbTaToB B JJAOOPATOPHBIX YCIOBUSIX COBMECTHO
C aBTOPOM CTaThH.

®dunancupoBanue. Pabora BrImonHEeHa mpu QuHAHCOBOH mommepkke PODU B pamkax rpanra Ne 20-37-90091
«Pa3paboTka mporpammsl au3aitHa npaiimepos st Loop AMPlification — mertieBoit m3oTepMudeckoil aMruindukanum
Ha OCHOBE TEXHOJIOTMH MAIIMHHOTO 00y4eHMs», https://www.rfbr.ru/rffi/ru/contest/o_2088005

Jns nuTupoBanmsi. AxmerssHosa JLY. KommbrorepHas nporpamma mondopa mpaiiMepoB it LAMP-ammmdukarmm.
Advanced Engineering Research (Rostov-on-Don). 2024;24(1):98—108. https://doi.org/10.23947/2687-1653-2024-24-1-98-108

Introduction. Nucleic acid amplification is a valuable molecular tool not only in fundamental research, but also in
applied areas, such as the diagnosis of infectious diseases, hereditary pathologies, establishing kinship, etc. Currently,
amplification methods are intensively developing, and their application areas are expanding. The most popular and most
frequently used amplification method is polymerase chain reaction (PCR) [1]. PCR is a reaction that takes place under
three different temperature conditions: denaturation (95°C), annealing of primers (from 50° to 60°C), elongation (72°C).
To quickly change these modes, a special device is needed — a DNA thermocycler [2]. At this, temperature variation in
the amplifier does not occur instantly, but starts only when the desired temperature is reached, and this causes artificial
containment of the reaction. As a rule, the duration of PCR is 1-1.5 hours.

The second most popular amplification method is loop-mediated isothermal amplification (LAMP) [3]. A water
bath or thermostat is sufficient for LAMP, since the reaction takes place at one and the same temperature, and the
first results can be seen in 15 minutes.

For both LAMP and any other type of amplification, the key component is primers, which are short sequences
of nucleic acid. They serve as a starting point for increasing copies of a specific region of DNA. It is the primers
that determine which DNA sequence will be copied.

The main difference of LAMP implementation is the number of primers. For a conventional LAMP, at least four
primers are required (two external, two internal), while for a conventional PCR, two are sufficient (direct, reverse).

To increase the specificity and accuracy of the reaction, it is important to select the right primers. For the
automatic selection of primers for PCR, more than 150 different computer programs have been developed that
provide the selection of primers for any modifications of this reaction [4]. However, there are very few such
programs for LAMP, no more than ten, and only two of them are available online. These programs also have a
number of disadvantages, such as restrictions on the length of the analyzed sequence; they do not exclude the
possibility of formation of homo- and heterodimers of primers, repeats of nucleotides in one primer. And none of
the programs take into account the close arrangement of primers in one set, which, in turn, reduces the quality of
primers and the accuracy of reaction results [5].

Thus, an urgent task is to develop a new computer program to select (model) high-quality sets of primers for
LAMP with tougher conditions for choosing primers for nucleotide sequences of any length.

Materials and Methods. The authors of [3] proposed using two external, F3 (Forward), B3 (Backward), and
two internal primers, FIP (Forward Inner Primer), BIP (Backward Inner Primer). It was assumed that the internal
primers had double length (FIP: Fl1c/F2, BIP: Blc/B2) and were annealed at four regions of the nucleotide sequence.
Schematically, the location of LAMP primers can be seen in Figure 1.

External primers are only needed at the initial stage. They are designed to limit the analyzed region of the
nucleotide sequence and form a single-stranded structure of this region. A pair of internal primers, Flc and Blec,
start their work already at the second stage, as they are annealed after the formation of new DNA chains.

Later, the same authors proposed a modified method offering the use of not four, but six primers, annealed
already at eight regions of the target nucleotide sequence [7]. It was proposed to add two more loop primers (Loop
B, Loop F), which should react at the third stage after the formation of a dumbbell-like DNA structure and anneal
between regions F1/F2 and B1/B2, respectively. The use of additional primers implies an increase in sensitivity and
reliability of the reaction.

Any amplification reaction has its own sensitivity threshold, and the spread of this indicator is very large due to
the fact that numerous factors affect the course of both PCR and LAMP. Some papers have noted that LAMP is
significantly more sensitive than PCR. The authors of [8], e.g., claim that LAMP is 10 times more sensitive than
PCR. The authors of other studies have found that LAMP is 100 times more sensitive than PCR [9], and in some
investigations, this indicator reaches 1,000 times [10].


http://vestnik-donstu.ru/
https://www.rfbr.ru/rffi/ru/contest/o_2088005
https://doi.org/10.23947/2687-1653-2024-24-1-98-108

Akhmetzianova LU. Computer Program for Primer Design for Loop-Mediated Isothermal Amplification (LAMP)

Analyzed nucleic acid
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Fig. 1. Schematic arrangement of the annealing regions of external and internal primers for LAMP [6]

In addition to sensitivity, any amplification reaction has another equally important indicator — its specificity.

And here, questions have recently begun to arise about the LAMP method [11], including due to the emergence of
the so-called primer homo- and heterodimers, which are more difficult to exclude in this reaction than in PCR,
because of the larger number of primers used and their increased length [12].

For successful amplification, it is necessary to select the right primers. When using the LAMP method, the main

difficulty is in modeling primers with account for all recommended conditions, namely:

1) length of the primer (18-35 nucleotides for external primers, 30-55 nucleotides for internal ones);
2) content of guanine (G) and cytosine (C) (GC composition ranging from 40 to 60%);

3) optimal primer annealing temperature (55-65°C);

4) close arrangement of primers in one set: the average size of the amplicon (120-220 bp);

5) exclusion of the formation of dimers of primers;

6) elimination of nucleotide repeats in one primer (no more than three).
Table 1 provides brief characteristics and features of the most popular LAMP primer design programs [5].
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Table 1
Brief characteristics of popular computer programs for LAMP primer design
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5 = = > 2 5 & S5 a| 2 2]
2T S5 & | 8 & || =
A = = ) g S
< wn 5 (D
@)
Primer Explorer (V4, V5), Japanese company
. . J to 2,000 +
Eiken Chemical Co. LTD, Tokyo ava up o 1o yes yes
_— . - from 12
FastPCR, Finnish company Primer Digital Ltd Java rotrgl 50 Oup - no no no
- L . C, CUDA C, ..
GLAPD. Shanghai Jiao Tong University, China Perl OS Linux unlimited + + no yes
LAMP Designer, up to only
. . . + yes no
American company Premier Biosoft 15,000,000 Tm
no
L i Pyth - - -
amprim ython access
NEB LAMP, New England Biolabs, Ipswich, from 100
Java + - yes yes
Massachusetts, USA up to 2,000
LAMPrimer iQ.
LAMPrimer iQ-loop, Python 3.10 unlimited + yes yes yes
Ufa, Russia

The design of primers for LAMP is a very difficult task and requires the development of a special computer
program with proper functionality, taking into account all recommended conditions, and with the possibility of an
extended selection of primers and a user-friendly interface.

The computer program for primer design is developed in the Python programming language. This language has
the bioPython library, which allows working with nucleotide sequences, as well as the Qt framework for interface
development.

Research Results. With account for the structural features of nucleotide sequences and the criteria for selecting
LAMP primers, a modification of the direct sampling method using a stencil approach has been proposed. It
considers the GC composition, the annealing temperature of the primers, and reducing the complexity of the
sampling.

As is known, the GC composition of primers should be in the range from 40 to 60%. This is one of the important
criteria for selecting LAMP primers, which depends on the sequence being analyzed, the length of the primer, and
it partially affects the annealing temperature (7m, °C).

In this paper, the following formula is used to calculate the annealing temperature of primers:

Tm = 81.5+16.6-(log10 [Na+J)+o.41-(%G+%C)—548/L, (1)

where [Na"] — molar concentration of sodium ions; (%G + %C) — GC composition in the analyzed sequence,
expressed as a percentage; L — length of the primer. It was based on a well-known dependence:

Tm = 81.5+16.6-(10g10 [Na*]) +0.41-(%G +%C) — 600/length. )

Formula (1) was selected empirically, the calculated values were compared to the values obtained through the
convenient OligoAnalyzer? utility, which provided a high-quality selection of primers for all types of nucleotide
acid amplification. Through determining the length of the primers, GC composition and annealing temperature, all
possible primers can be found in a nucleotide sequence of any length that will meet the specified criteria.

! Oligo Calc: Oligonucleotide Properties Calculator. URL: http://biotools.nubic.northwestern.edu/OligoCalc.html (accessed: 10.12.2023).
% OligoAnalyzer™ Tool. URL: https://eu.idtdna.com/pages/tools/oligoanalyzer?returnurl=%2Fcalc%2Fanalyzer (accessed: 10.12.2023).
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If we imagine the primer as a substring, and the analyzed nucleotide sequence as a longer string, this task can
be represented as a search of all possible options (direct search), but complicating it through calculating the GC
composition and annealing temperature of the primers.

Figure 2 shows a complete block diagram of the direct search algorithm, taking into account:

— length of the primers (bp);

— GC-composition, %;

— annealing temperature of the primers, 7m, °C;

— homodimers on both DNA strands.

The total complexity of the modified algorithm in the worst case is O(m-n), where n — length of the primer,
m — length of the nucleotide sequence. It should be understood that the running time of the algorithm directly
depends on how often the nucleotide fragments that meet the requirements are found.

Table 2 shows the search data for all possible primers in nucleotide sequences of different structures over time.

Further, it is necessary to form sets from all the primers found, taking into account the close distance between
the primers, the heterodimeric properties in one set, as well as the minimum temperature difference between the
annealing of the primers.

The design scheme for forming primers into the LAMP sets is shown in Figure 3.
C Primer search cycle >
v
Analysis of the first n-1 nucleotides

v

GC, flag calculation
v

> Within search range

v

Calculation of flags and GC
for nucleotide of current index

v

Calculation
of parameters

e =

Testing for homodimers

A

Testing for homodimers
from complementary strand

v

Calculation of GC and flags
for the first and last nucleotide

> Returning an array of primers)

Adding a primer
|

Adding a primer
|

Fig. 2. Complete flowchart of the algorithm
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Table 2

Time spent searching for valid primers in nucleotide

sequences of different lengths

Genome name Nucleotide sequence size, bp Search for primers, s
SARS-CoV-2 29,903 0.31
Escherichia virus T4 168,903 1.73
Mycoplasma 580,076 5.43
Helicobacter pylori 1,624,458 18.11
Escherichia coli 4,641,652 71.68 (1.2 min)
Caenorhabditis 100,286,401 1,082.53 (18 min)
Start

Loading from a file?

Entering a sequence

yes

File download

http://vestnik-donstu.ru

104

Chromosome selection

Configuration setting

Search for primers, calculation
of length, Tm, GC composition

Sorting primers into sets

y

End

Displaying sets on the
screen

Fig. 3. Block diagram of the formation of primer sets for LAMP
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At the input, the program reads the nucleotide sequence, either the desired file is loaded, or a fragment is inserted
through the clipboard. Next, configurations are set, such as primer length, GC composition, primer annealing temperature,
and temperature difference in one set. Then, all possible parameters satisfying the set configurations are searched, the
selected primers are sorted into sets and displayed to the user.

The operation of the computer program:

1. Uploading a file (simple text format, FASTA format, GenBank), or a fragment of a sequence via the clipboard.

2. Search for all possible primers: primers are combined according to the following criteria:

— length of the analyzed region;

— distances between primers (F3/F2 — 1-10 nucleotides, F2/F1c — 10-25 nucleotides, F1c/B1c — 0-30 nucleotides);

— temperature difference of primer annealing (<3);

— heterodimers.

If all of the above conditions are met, the set is considered to be working.

3. Displaying simulated primer sets to the user's screen and/or saving to a file.

The LAMP program is registered in the Register of Computer Programs under the name LAMPrimers iQ, No.
2022617417 on April 20, 2022, and LAMPrimers iQ-loop, No. 2023662840 on June 14, 2023. The program code is
publicly available?.

The developed software product has a user-friendly and intuitive interface, which can be used directly by end
users — experimenters engaged in LAMP.

Discussion and Conclusion. The number of primer sets issued depends on the specified search parameters. The
stricter the parameters, the fewer sets will be found. In case of hard restrictions, the program may not output a single set.
The number of primer sets with different selection parameters for the genome of the bacteriophage lambda [13], whose
length is ~48,500 nucleotides, is shown in Table 3.

For relatively short nucleotide sequences (up to 2,000 nucleotides), the selection of primers takes less than a second.
With increasing sequence length, the duration of the primer search grows exponentially.

Table 3
Number of the primer sets for the bacteriophage lambda genome,
depending on the set selection parameters

Maximum length of amplified region, bp
GC, % ATm, °C
300 230 160

5 213 119 3
40-60

2 198 184 3

5 132 80 0
45-55

2 116 64 0

5 195 185 4
50-60

2 181 164 4

5 160 147 4
55-65

2 134 105 0

Figure 4 shows the effect of the length of the nucleotide sequence on the duration of the selection of primer sets. The
data for the nucleotide sequence of the bacteriophage lambda on a laptop with the parameters are as follows: Intel(R)
Core(TM) 17-10750H CPU, 2.60GHz, 6 cores. 16 GB RAM. The parameters of the soft selection of primers are indicated
(40-60 % GC, ATm =5, length of the analyzed region is up to 300 bp).

3 LAMPrimers-IQ. URL: https:/github.com/Restily/LAMPrimers-iQ/blob/main/lamp/start_lamp.py (accessed: 10.12.2023).
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Fig. 4. Effect of length of nucleotide sequence on duration of selection of primer sets

It should be noted that the duration of the search for primers depends on the power of the computer.

To compare and determine the quality of the simulated primer sets, a number of field experiments were conducted to
detect the RNA of the SARS-CoV-2 coronavirus, whose length was ~ 30,000 nucleotides. To do this, sets of LAMP
primers were selected for the same region of the nucleotide sequence of the coronavirus using the LAMPrimers iQ
program and two popular and accessible online utilities from New England Biolabs (NEB LAMP)* and PrimerExplorer>.
The designations L, N and P correspond to the sets of primers LAMPrimers iQ, NEB LAMP Primer Design and
PrimerExplorer; “+” — samples contained RNA of SARS-CoV-2 coronavirus, “—” — samples did not contain nucleic
acids. Figure 5 shows the curves of this experiment.
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Fig. 5. Graph of the comparative experiment (the author’s figure):

L — primers obtained using LAMPrimers Iq, N — NEB LAMP Primer Design,
P — PrimerExplorer, samples contained RNA of SARS-CoV-2 coronavirus,

[T3L)

— control samples without matrix (did not contain nucleic acids)

4 NEB LAMP Primer Design Tool. URL: https://lamp.neb.com/#!/ (accessed: 24.11.2023).
5 LAMP primer designing software Primer Explorer. URL: http://primerexplorer.jp/e (accessed: 25.11.2023).
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The primers obtained through PrimerExplorer, showed the latest rise in amplification curves (P+) compared to
NEB LAMP (N+) and LAMPrimers iQ (L+). The primers obtained through LAMPrimers iQ, provided a later rise in the
amplification curves (L+) compared to (N+). However, samples that did not contain virus RNA (P-), showed a later rise
compared to the set (N—), while (L—) showed no rises even after 50 minutes, thereby providing the highest reliability of
viral RNA detection.

The performed experiments showed a higher accuracy and specificity of the primer sets selected through
LAMPrimers iQ computer program, caused by a decrease in the reaction rate with negative control samples. The
amplification curves had later rises, or did not have them at all, even after 50 minutes of reaction time.
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Abstract

Introduction. Multicriteria optimization, taking into account contradicting criteria, is used to improve production
efficiency, reduce costs, improve product quality and environmental safety of processes. The literature describes the
application of multicriteria optimization for production purposes, including the selection of reaction conditions and
improvement of technological processes. In the presented paper, the object of research is the process of hydrogenation of
polycyclic aromatic hydrocarbons (PAH) in the production of high-density fuels. To determine the optimal conditions of
the process, the problem of multicriteria optimization based on the kinetic model is solved. The criteria include
maximizing the yield of targeted naphthenes and conversion of feedstock. The research objective is to create a program
implementing the multicriteria optimization non-dominated sorting genetic algorithm-II (NSGA-II). Due to this, it is
possible to calculate the optimal temperature for the PAH hydrogenation process on the basis of the kinetic model.
Materials and Methods. The NSGA-II genetic algorithm was used to solve the multicriteria optimization problem.
Modified parental and survival selection within the Pareto front was also used. If it was necessary to divide the front,
solutions based on the Manhattan distance between them were selected. The program was implemented in Python.
Results. In the system of ordinary nonlinear differential equations of chemical kinetics, the concentration was designated
Vi, the conditional contact time of the reaction mixture with the catalyst — 1. The system was solved for the hydrogenation
reaction of polycyclic aromatic hydrocarbons. The calculations showed that at t=0 y;(0)=0.025; »2(0)=0.9;
6(0) = 0.067; y9(0) = 0.008; yi(0) = 0, i = 3-5, 7, 8, 10-20; O(0) = 1. The process temperature was considered as a control
parameter according to two optimality criteria: maximizing the yield of target naphthenes (f;) at the end of the reaction,
and maximizing the conversion of feedstock (f;). Values f; were in the range of 0.43-0.79; conversion — 0.01-0.03;
temperature — 200-300 K. The growth of temperature was accompanied by an increase in the yield of target naphthenes
and a decrease in the conversion of feedstock. Each solution obtained was not an unimprovable one. When modeling the
process of hydrogenation of PAH, an algorithm was launched with a population size of 100 and a number of generations
of 100. A program implementing the NSGA-II algorithm was developed. The optimal set of values of the PAH
hydrogenation reaction temperature was calculated, which made it possible to obtain unimprovable values of the
optimality criteria — maximizing the yield of target naphthenes and conversion of feedstock.

Discussion and Conclusion. The NSGA-II algorithm is effective for solving the problem of non-dominance, and deriving
the optimal solution for all criteria. Future research should be devoted to the selection of optimal algorithm parameters to
increase the speed of the solution. Based on the obtained theoretical optimal conditions of the PAH hydrogenation
reaction, it is possible to implement the process in industry.

Keywords: hydrogenation of polycyclic aromatic hydrocarbons, multicriteria process optimization, nonlinear
programming problem, Pareto front, NSGA-II method

© Alexandrova AA, Koledin SN, 2024

Information technology, computer science and management

109


https://doi.org/10.23947/2687-1653-2024-24-1-109-118
mailto:nastena1425@gmail.com
https://creativecommons.org/licenses/by/4.0/
https://crossmark.crossref.org/dialog/?doi=https://doi.org/10.23947/2687-1653-2024-24-1-109-118&domain=pdf&date_stamp=2024-2024-03-30
https://orcid.org/0000-0002-1664-8464
https://orcid.org/0000-0003-3291-9794

http://vestnik-donstu.ru

110

Alexandrova AA, et al. Optimal Temperature Calculation for Multicriteria Optimization of the Hydrogenation ...

Acknowledgements. The authors would like to thank the reviewers for valuable comments that contributed to the
improvement of the article.

For citation. Alexandrova AA, Koledin SN. Optimal Temperature Calculation for Multicriteria Optimization of the Hydrogenation
of Polycyclic Aromatic Hydrocarbons by NSGA-II Method. Advanced Engineering Research (Rostov-on-Don).
2024;24(1):109-118. https:/doi.org/10.23947/2687-1653-2024-24-1-109-118

Hayunas cmamos

Pacyer onTHUMAJILHOI TeMIepaTypbl NP MHOTOKPUTEPUAJIBLHOI ONTUMHU3AIMY NPolecca
TUIPUPOBAHNS MOJUMUUKINYECKHX APOMATHYECKHUX YIi1eBoaopoaoB meToaomMm NSGA-II
A.A. Anekcanaposa = D<, C.H. KoJsienun

VY dumckuii rocynapcTBeHHBII HePTIHON TEXHUYECKUH YHUBEPCHUTET, I'. Y ¢ha, Poccuiickas Oeneparms
D nastenal425@gmail.com

AHHOTALMSA

Beeoenue. MHOTOKPUTEPHAIBHYIO ONTHMH3ALMIO C YYE€TOM MPOTHBOpEYAINX APYT APYTY KPUTEPHEB 33/IeWCTBYIOT VIS
yayumenuss 3QQEeKTHUBHOCTH TPOM3BOICTBA, COKPAIEHHS 3aTpaT, MOBBIIIEHHS KAauyecTBa MPOAYKIMH M HKOJOTHYECKOU
0€30IacHOCTH  NPOLIECCOB. B nmTeparype ONMCaHO HCIONB30BAHME MHOTOKPUTEPHAIBHON — ONTHMM3ALUK IS
MIPOU3BOJICTBEHHBIX LEJICi, B TOM YKCIIE IPU BBIOOpE YCIOBHH PEaKIMU M YIIYYIICHHH TEXHOJOTMYECKHX MpoleccoB. B
TIPEe/ICTaBICHHOW paboTe OOBEKT HCCIIEOBAHUS — 3TO TIPOLECC THAPUPOBAHUS MOJHMIMKINYECKHX apOMaTHYECKUX
yrneBomopoioB (ITAY) mpu momy4yeHHHM BBICOKOIUIOTHBIX TOIUMB. IS ONpeAeneHrs ONTUMAaNbHBIX YCIIOBHI Ipoliecca
pelaercs 3a/ja4a MHOTOKPUTEPHAILHON ONTUMH3AIIME HA OCHOBE KMHETHYECKON MoJiein. Kpurtepun: MakcumMu3anus BbIXo/1a
LIETIEBBIX HA(TEHOB M KOHBEPCHSI MCXOIHOTO ChIpbs. Llenb paboTel — co3maHue MporpamMsl, Peaan3yIOmEel anropuTM
MHOToKpuTepraibHOr ontumm3aniil NSGA-II (arrn. non-dominated sorting genetic algorithm II). brmaromaps stomy Ha
OCHOBE KHHETHYECKOH MOZIEITN MOKHO PacCUUTaTh ONTUMAIBHYIO TEMIIEpaTypy JUIs poriecca ruapuposanust [TAY.
Mamepuanvt u memoowt. J{ns penieHus: MHOTOKPUTEPHAIBHON 3aJaddl ONTHUMM3AINK TPUMEHSIICS TCHETHIEeCKUH
anroput™ NSGA-II. Mcrionbs3yeTcs Takxke H3MEHEHHBII 0TOOp poAnTeNel U BEDKUBaHUS B paMkax ¢ponTa [Tapero. [Tpn
HEOOXO0MMOCTH pa3iesieHHs (PPOHTA PEIICHNs BRIOMPAJIMCh IO MaHXTTEHCKOMY PACCTOSIHUIO MeX Ly HUMH. [Iporpamma
peanu3oBana Ha si3b1ke Python.

Pesynemamut uccnedosanusn. B cucteme OOBIKHOBEHHBIX HEJMHEHHBIX AW(QepeHInatbHbIX ypaBHEHHH XUMHUYECKOM
KUHETHKH KOHLEHTPAIMIO 0003HAYMIIN };, YCIOBHOE BPeMs KOHTAKTa PEAKLMOHHON CMeCH C KaTalu3aTopoM — T. CHcTeMy
PELLINIIN JUIS peaKLY THAPUPOBAHUSA TTOIUIMKIMYECKHX apOMaTHYECKHX YTIIEBOAOPOAOB. PacueTs! nmokasanu, uto mpu © = 0
y1(0) = 0,025; 2(0) = 0,9; y6(0) = 0,067; 19(0) =0,008; y(0) =0, i =3-5,7,8,10-20; O(0) = 1. B xadecTBe ympapisieMoro
TapameTpa paccMaTpHUBaIN TEMIIEPATypy HpoLecca Mo ABYM KPHTEPHSIM ONTUMAIBHOCTH: MaKCHMH3ALMS BHIXO/A IEEBBIX
Ha(TEHOB (f{) B KOHIIE pEaKIii 1 MaKCUMH3AIIKs KOHBEPCHUH MICXOTHOTO CBHIPBA (f2). 3HaueHws f; Obumm B Tpannmax 0,43-0,79;
xonBepcun — 0,01-0,03; remneparypsl — 200-300 K. PocT TemnepaTypsl conpoBokKIaeTCs yBEIMIEHIEM BbIXO/(A LIETIEBBIX
Ha)TEHOB ¥ CHIDKEHHEM KOHBEPCHM HCXOJHOTO CHIpbs. Kakmoe moiydeHHOe pelleHne — Heyiydmaemoe. [lpn
MOJIENIMPOBAaHUH TIpoliecca ruapupoBanus [TAY 3amyctmmm anroputMm ¢ pasmepom nomyssiud — 100, KoaudecTBoM
nokosiennit — 100. Pa3paborana mporpamma, peanusytomas anroputM NSGA-II. Paccunrano ontuManbHOE MHOXECTBO
3HAYEHHWH TeMIepaTypbl peakuuu ruapupoBaHust [TAY, mo3Bossioniee MOMyYUTh HEyJIydlllaeMble 3HAYEHUsI KPUTEPUEB
OINITUMAJIBHOCTH — MAKCHUMM3AIMN BbIXO/J1a LCIICBBIX Ha(bTeHOB 1 KOHBEPCHUN UCXOOHOI'O ChIPbA.

Oocyacoenue u 3axniouenue. Anroputm NSGA-II sddexTuBeH A pelicHUs 3a1a4d HEJOMUHHPOBAHUSA U BBIBOJA
ONITHMAJIBHOTO PEIICHHS JUIA BCEX KpUTEpHeB. bymymme mccienoBaHMs CIEAyeT MOCBATHTH MOJ00PY ONTUMAIbHBIX
MapaMeTpOB AJITOPUTMA, MO3BOJSIOIUX YBEIWYNUTh CKOPOCTh pemeHns. Onupasich Ha MOMydYCHHBIE TEOPETHUECKHE
ONITHMAJIbHBIE YCIOBUSI PEaKIK THApHpoBaHus [TAY, MOXKHO pean30BaTh MPOLECC B IPOMBIIIIIEHHOCTH.

KioueBble cjl0Ba: THAPHPOBAaHWE TOJMIHWKIMYECKHX AapPOMATHUECKHX YIJICBOAOPOJOB, MHOTOKpHTEpHAIbHAS
ONITHMU3AIHS TEXHOJIOTMIECKOT0 MPOIIecca, 3a/1ada HeTMHEHHOTo nporpamMupoBanus, GpoHT [Tapero, meroq NSGA-II

Bnaroaapx—mcnl. ABTOpI)I BbIpAKAaOT TMPU3HATCILbHOCTL PCLCH3CHTAM 3a LCHHBLIC 3aMC4YaHUAd, CII0COOCTBOBABIILINE
YIYUYIICHUIO CTATbhU.

Jdasi  wouTupoBanmsa.  Anekcanigpoa A.A., Konenun C.H. Pacuer ontumanpHO  TemmepaTypsl — Npu
MHOTOKPUTEPUAIBHON ONTUMH3AIMU TPollecca TUAPUPOBAHUS TOJUIUKIMUYECKUX apOMAaTHUYECKUX YTIEBOJIOPOIOB
metoaoM NSGA-II. Advanced Engineering Research (Rostov-on-Don). 2024;24(1):109—118. https://doi.org/10.23947/2687-
1653-2024-24-1-109-118
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Introduction. Optimization of multistage reactions is used in chemical, oil and gas, food, and other industries. In
practice, optimization tasks are multicriteria, and the criteria are often contradictory and have an optimum at different
points. Multicriteria optimization remains urgent, as it provides taking into account several parameters and selecting the
best solution from a variety of options.

Within the framework of this study, the object of research is the catalytic hydrogenation reaction of polycyclic
aromatic hydrocarbons (PAH). They are a class of organic compounds whose molecules contain at least two benzene
rings [1]. PAH are common in the interstellar medium. They are part of heavy oil fractions, and are formed by laser
irradiation of carbon materials. The study of these compounds is of interest from the point of view of establishing the
dependences between their chemical structure and physico-chemical properties. In addition, the data obtained as a result
of such scientific research can be used to create new organic and hybrid compounds with a strong carbon frame, which
are applicable in nanoarchitectonics.

Applied science correlates the presence of PAH with the production purposes. As an example, the presence of PAH
in raw materials is desirable if it is used to produce coke with a given structure [2]. However, in the production of fuel,
PAH can negatively affect the performance characteristics of the product, specifically, the density [3].

Extremely strict requirements are imposed on the production of high-density jet fuel. At high density, it should have
a boiling point no higher than the upper limit of the boiling point of the kerosene fraction. Another mandatory criterion
is the low content of aromatic hydrocarbons. We also note the high cost of well-known technologies for producing high-
density fuels.

Considering the above, the problem must be solved according to the Pareto dominance principle to determine the set
of unimprovable options using a genetic algorithm of non-dominated sorting [4].

The research objective is to develop a program that implements NSGA-II (Non-dominated sorting genetic
algorithm II) multicriteria optimization algorithm and provides calculating the optimal temperature for the PAH
hydrogenation process based on a kinetic model.

Materials and Methods

Mathematical Model. We describe the changes in the concentrations of the components depending on the reaction
time. To do this, the equations of chemical kinetics are used, which are a system of ordinary nonlinear differential
equations (SONDE):

&
ELN vwpi=1d, (1)
dt 4
J=1
I ol I £+ E-
A el g N o= 4. =i =4 - et
wy =k; ];[(m ke ];[(m k=4 exp[ RTj’kj 4, exp[ RTJ. @
Here are the initial conditions: y(0) =y at t=0; t€[0, t']; y; — reagent concentrations, mole fractions;

T — conditional contact time of the reaction mixture with the catalyst, kg'min/mol; J — number of stages; / — number
of substances; v; — stoichiometric matrix; w; — speed of the j-th stage, 1/min or mol/(kg-min); k;, k;— speed constants
of the stages (given), 1/min; o,; — negative elements of matrix vj; B;— positive elements vy; 4;, A ; — pre-exponential
multipliers, 1/min; E;*, E; — activation energies of direct and reverse reactions, kcal/mol; R — gas constant,
2 cal/(mol-K); T — temperature, K; t° — reaction duration, kg-min/mol.

The model of catalytic hydrogenation of PAH takes into account the dynamics of the molar composition and volume
of the reaction mixture. Therefore, changes in the concentration of components at each point in time are considered [3]:

do _ N dvi o
d‘c_Zdr’ ) =0"

i=1
I I
I | | YiNlew] _ | I Vi \Bjj
wj =k; .71(Q) k-; .71(Q) .

To describe a nonstationary reaction that occurs with a change in the volume of the reaction mixture, it is necessary
to solve a system of nonlinear differential equations at each moment of time. The direct kinetic problem is the solution to
SONDE (1)-(3).

In the process of hydrogenation of PAH, naphthenes are obtained from the source aromatic hydrocarbons, which have
a higher density and can be used as rocket fuel. For this purpose, nickel catalysts are used, and the control or variable
parameter is the process temperature, which should be within 200-500 K. Optimality criteria — maximizing the output
of target naphthenes at the end of the reaction and maximizing the conversion of feedstock.

(€))
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Research Algorithm. Multicriteria optimization is the selection of the best solution from a variety of alternatives,
taking into account several criteria. The importance of each of them is determined by the weight (priority).
Suppose, fix) — an objective function, and the constraints given in the form of equalities 4;(x)...4,(x) and inequalities

gnt1(x)...gy(x) are represented by a column vector of components x = [xi,..., x,]” in n-dimensional Euclidean space.
We formulate the problem of nonlinear programming [5].
Optimize
f(x)—)extr,xe E" 4)
with m linear or nonlinear constraints in the form of equalities
hi(x)=0,j=1...m %)
and with (p — m) linear or nonlinear constraints in the form of inequalities
gj(x)ZO,j:m+1,...,p. 6)

Decomposition (4)—(6) is the formulation and solution of a linear and quadratic programming problem. Each of them is
determined by the type of equations (4)—(6). Thus, in the case of quadratic function (4) and linear equations (5), (6) — the
quadratic programming problem described below.

We define the extremum of function

f(x)=ao+c"x+x"0x > extr (7)

with constraints:
a’x>b,x>0. 8)

In equations (7), (8) O — nonnegatively defined quadratic symmetric matrix; a, b, c — coefficient matrices.
When setting multicriteria Pareto optimization problem, (4)—(6) will have the form:

extrF(x)zF(x*)zF*. ©)
In equation (9), Fx = ( Fi(X). f2(X)eeo fu (X )) — vector-function of optimality criteria f; and f>. Set x" — desired

solution to the problem in the region of variation parameters. Set F* represents the desired solution to the problem in the
region of optimality criteria, which is unimprovable in terms of Pareto approximation. Then, x* defines the Pareto set,
F* — Pareto front.

Priori and posteriori Pareto approximation algorithms were used to solve (9). One of them is the ideal point method,
which represents the best solution according to all criteria [6]. To find it, we must first determine the minimum and
maximum values of each criterion of all the solutions under consideration. Then, for each criterion, the maximum value
of all the minimum and the minimum of all the maximum values are selected.

However, this approach has some drawbacks. Firstly, it may be ineffective if the ideal point is outside the range of
acceptable criteria values. In this case, other methods of solving multicriteria optimization problems are used. In addition,
the ideal point method does not take into account the relationship between the criteria and may cause the selection of a
compromise solution that is not optimal for all criteria. Therefore, when using this method, it is needed to additionally
analyze and verify the optimality of the solutions obtained [7].

The lexicographic ordering method is also used in solving multicriteria optimization problems. In this case, the criteria
are ordered by priority and considered sequentially. If the solutions cannot be sorted by the first criterion, then they are
sorted by the next criterion, etc. [7]. The advantages of lexicographic ordering are simplicity and transparency. Using this
method, it is possible to obtain a single optimal solution that is easily interpreted. As for the disadvantages, we note,
firstly, the inability to take into account compromise solutions that may turn out to be optimal by all criteria. Secondly,
there is a risk of selecting an unfavorable solution if the first criterion has a lot of weight, but is not the most important
for this task [8].

The presented work provides a solution to the problem of multicriteria optimization of the hydrogenation process of
polycyclic aromatic hydrocarbons through the well-known NSGA-II method. It is based on a genetic algorithm and uses
several techniques to solve the problem of non-dominance [9]. The main steps of the algorithm are described below [10].

1. Initialization of the population. The initial population is randomly generated.

2. Population assessment. Each element of the population is evaluated according to several criteria.

3. Sorting the population. The elements of the population are sorted by non-dominance level. Dominant and non-
dominant elements are placed in the first level. Elements dominated only by elements of the first level are placed in the
second level, etc.

4. Selecting parent elements. To create a new population, parent elements are selected from the first few levels.

5. Crossover and mutation. Parent elements undergo crossing-over and mutation to create new elements of the population.

6. Assessment of the new population. New elements are evaluated according to the criteria.
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7. Sorting the new population. New items are sorted by non-dominance level.

8. Selection of a new population. Elements for the next generation are selected from the new population.

9. Repeat steps 48 until the stop criterion is reached.

NSGA-II allows working accurately and efficiently with multicriteria optimization tasks. It effectively solves the
problem of non-dominance, which provides getting optimal solutions for all criteria.

NSGA-II is based on a genetic algorithm with parental selection and survival. Individuals are selected along the fronts,
while the front is divided if not all individuals can survive. Solutions in the split front are selected on the basis of the
distance between them, which is the Manhattan distance in the criteria space [9]. The endpoints are saved at each
generation and are assigned a conditionally infinite distance for use in subsequent iterations [11] (Fig. 1).

A

5

0

i+1

v

f
Fig. 1. Visualization of the Pareto front and selection of solutions based on distances

Figure 1 shows an example of a set of solutions for a multicriteria optimization problem using criteria f; and f>. The
red dots represent the Pareto front. The calculation of the cluster distance for solution i is shown — this is the average
length of the side of the cuboid in which solution i is located (marked with a blue frame).

To enhance the impact on the selection of parents, NSGA-II uses binary tournament selection [9]. Each individual is
first compared by rank, and then — by the distance between them.
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Research Results. The program implementing the algorithm for solving the multicriteria optimization problem is
written in Python.

In the course of the study, a system of differential equations (1-3) was solved. For the hydrogenation reaction of
polycyclic aromatic hydrocarbons, it has the form [12]:

dy1
——=(-w —wy +w
it ( 1 2 11)
d
£=—3W1—W2—2W3—3W4—3W5—3W6—W7 kiyl-y; ko - y3
dr w = 3 -
—Wg —3W9 — Wio — W11 — Wi2 — Wi4 — Wis Q 0
k- 1 -
@, WZ:%
dt
ks ve - v ks -
dy—4=W2+Wg—W9 Wa = 3 y63 Y2  Kig-)y7
drt 0 0
b, kayroy:
dt wa = 4
p 0
DOy +w 3
3+ Wis ks-yo-y; kio-yio
" BT o
d
%:Wg—Wg—Wlo—ZWm k y .y3 k .
“ W6:6 13 2 K19 )10
D e Q ©
T k7 yu-y
dys " y2 -
d—=-W5+W17 Q
T _ks-yi0-y2
dym _ _ _ _ ws = 2
d—_ws We —Wg — 2W17 0
T
ko ya- v
_dj;ll =W —Ww7 + Wiy ’ W9:T
T
kio - 17 -
%=W7+W7+W8+W9—W13—W15 wip =— g; 2
T
s TR TR o)
dz Q2
%:0 _klz'yls'yz
dt Wiz = Qz
d
V1S _ _kiz-yn
dt mIET
dyie
—— = W0 —Wi1 — W2 . :
dt W14:—k14 328 y2
dyy;
dt - kis-yi2-y2
d T
y18=W13—W14 3
dt w :km'y7
dy19:W14 10 2
dt ki - 2
dyxn _ Wiy =— 2))10
dz
20
szﬁ
dt p dt

At 1=0, y1(0)=0.025; ¥2(0)=0.9; y6(0)=0.067; 9(0)=0.008; »,(0)=0, i=3-5,7,8,10-20; O(0)=1.
Figure 2 shows the calculated set of solutions satisfying the constraints of the system and the Pareto front,
where fi — output of the target naphthenes, and f> — conversion of the feedstock.
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Fig. 2. Pareto front of the hydrogenation process of polycyclic aromatic hydrocarbons

The controlled parameter is the process temperature [13]. The optimality criteria are maximizing the output of target
naphthenes at the end of the reaction and maximizing the conversion of feedstock [14]. Calculations using the proposed
algorithm gave the results of matching the optimality criteria and the values of the temperature parameter, which are
summarized in Table 1.
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Table 1
Compliance of optimality criteria and temperature parameter value
of the hydrogenation of polycyclic aromatic hydrocarbons

Output of targeted naphthenes f; Feedstock conversion f> Temperature 7, K
0.43 0.03 200.00
0.59 0.03 221.20
0.71 0.01 250.00
0.76 0.01 271.10
0.79 0.01 300.00

Thus, as the temperature grows, the output of the target naphthenes increases, and the conversion of the feedstock
decreases. Each of these solutions is unimprovable, and the selection of specific values depends on the decision maker.

For NSGA-II to work successfully, it is required to select the algorithm parameters correctly. Specifically, the criteria
of population size, number of generations, probability of crossover and mutation, should be optimized. When launching
the algorithm on the model of the hydrogenation process of polycyclic aromatic hydrocarbons, the following parameters
were used: population size — 100, number of generations — 100. An insufficiently large population may cause premature
convergence of the algorithm to the local optimum. Too large population can slow down the optimization process [15].
An excessive number of generations potentially leads to retraining the algorithm, whereas with an insufficient number of
generations there may not be enough time to achieve optimal solutions.

Discussion and Solution. A program has been created that implements the NSGA-II multicriteria optimization
algorithm. Working with the corresponding problem within the framework of this method includes solving a system of
differential equations, visualizing a set of solutions satisfying the constraints of the system, and constructing a Pareto
front. In addition, the values of the variable parameters were found to achieve optimization goals. For the PAH
hydrogenation process, based on the kinetic model, a set of temperature values has been calculated that are optimal for
obtaining the unimprovable values of two optimality criteria: naphthene output and feedstock conversion. With increasing
temperature, the reaction rate and the output of naphthenes increases. However, the conversion of raw materials is
decreasing. In addition, too high temperatures can cause adverse reactions and decomposition of products.

The data obtained in the framework of the presented research can be useful for optimizing the process of hydrogenation
of PAH under industrial conditions. It is important to take into account the impact of temperature on the output of
naphthenes and the conversion of raw materials when developing a production strategy. In addition, other parameters, on
which the kinetics of the reaction depends, should be considered. These are, e.g., pressure, flow rate of reagents, and the
role of catalysts.

Thus, the developed program and the proposed algorithm make it possible to simultancously analyze several
criteria for the optimality of the process based on a kinetic model, and generate a set of unimprovable values of
variable parameters.
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06 asmopax:
AHacracusi AJIeKCaHAPOBHA AJIEKCAHIPOBA, MATUCTPAHT Kadepbl HHPOPMAIIMOHHBIX TEXHOJIOTHI 1 MPUKIIATHON

MareMaTukid Y (HMCKOro TOCYyIapCTBEHHOTO He(TSHOro TeXHHYeckoro yHuBepcutera (450064, PO, r. Yia,
yi1. Kocmonastos, 1), SPIN-kox: 4026-5240, ORCID, nastenal425@gmail.ru
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TEXHOJIOTHH W TPUKIAJHON MaTreMaTUKH Y (PHUMCKOrO rocyJapCTBEHHOTO HE(PTSHOrO TEXHHYECKOTO YHUBEPCHTETA
(450064, PO, r. Ya, yn. Kocmonasros, 1), SPIN-kox: 4243-6265, ORCID, koledinsrg@gmail.com
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