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Development and correctness analysis of the mathematical model of transport and suspension
sedimentation depending on bottom relief variation *

A. L. Sukhinov', V. V. Sidoryakina®"”

! Don State Technical University, Rostov-on-Don, Russian Federation

? Taganrog Chekhov Institute, Rostov State University of Economics (RINH) branch, Taganrog, Russian Federation

HOCTpOCHﬂe 1 UCCJICA0BAHUE KOPPEKTHOCTH MaTeMaTH4yeckKoil Moaesn TPAaHCIIOPTa U OCAKICHUSA B3Beceii

*

C yueToM u3MeHeHMs pesibeda qua”™”

A. !. Cyxunos', B. B. Cugopsikuna®**

! JIoHCKOli rOCYIapCTBEHHBII TEXHHUECKHUIT yHUBEPCHTET, T. PocToB-Ha-[oHy, Poccuiickas deneparus
? Taranporckuii mucTuTyT uMenn A. I1. Uexora (pumaan) PIOY (PUHX), r. Taranpor, Poccniickas ®enepanus

Introduction. The paper is devoted to the study on the three-
dimensional model of transport and suspension sedimentation
in the coastal area due to changes in the bottom relief. The
model considers the following processes: advective transfer
caused by the aquatic medium motion, micro-turbulent diffu-
sion, and gravity sedimentation of suspended particles, as well
as the bottom geometry variation caused by the particle set-
tling or bottom sediment rising. The work objective was to
conduct an analytical study of the correctness of the initial-
boundary value problem corresponding to the constructed
model.

Materials and Methods. The change in the bottom relief aids
in solution to the initial-boundary value problem for a parabol-
ic equation with the lowest derivatives in a domain whose
geometry depends on the desired function of the solution,
which in general leads to a nonlinear formulation of the prob-
lem. The model is linearized on the time grid due to the “freez-
ing” of the bottom relief within a single step in time and the
subsequent recalculation of the bottom surface function on the
basis of the changed function of the suspension concentration,
as well as a possible change in the velocity vector of the aquat-
ic medium.

Research Results. For the linearized problem, a quadratic
functional is constructed, and the uniqueness of the solution to
the corresponding initial boundary value problem is proved
within the limits of an unspecified time step. On the basis of
the quadratic functional transformation, we obtain a prior es-
timate of the solution norm in the functional space L2 as a
function of the integral time estimates of the right side, and the

initial condition. Thus, the stability of the solution to the initial

Bseoenue. Hacrosimass paboTa IOCBSINEHA HCCICTOBAHHUIO
MIPOCTPAHCTBEHHO-TPEXMEPHOI MOJENN TpaHCIOpPTa M Oca-
AKJEHUSI B3BECH B NPHOPEKHOM 30HE C y4ETOM H3MEHEHHS
penbeda mHa. Mojenb YYUTHIBAaeT CIEAYIONIME IIPOLECCHI:
aJBEeKTUBHBII IepeHoc, 00yCIOBIEHHbIM IBH)KEHHEM BOIHON
cpenbl, MUKPOTYpOYJICHTHYIO AU (Y3UI0 U TPaBUTAIMOHHOE
OCa)KJ€HHE YacTHIl B3BECH, a TakKe H3MEHEHHE I'eOMETPUH
JIHa, BBI3BAHHOE OCAXJCHHEM YacCTHUI[ B3BECH WM MOABEMOM
YaCTULl JOHHBIX OTJIOXKCHUI.

Llenvio pabomwl a61a710Ch TIPOBEAECHUE AHAIUTUYECKOTO HC-
ClIeI0BaHUsl KOPPEKTHOCTU HAa4albHO-KPAaeBOW 3a/add, COOT-
BETCTBYIOILEH IOCTPOECHHON MOJEIIH.

Mamepuanet u memooul. VI3MeHeHne penbeda aHa IPUBOIUT K
HEOOXOJVMOCTH peIlaTh HadaJbHO-KPaeBylo 3ajady Uit
ypaBHEHHs MapabOIMYecKOro THMA C MIAJIIUMU TPOU3BO-
HBIMH B OOJIACTH, T€OMETPHUS KOTOPOH 3aBUCHT OT MCKOMOM
(GYHKLIUM pelleHus, YTO IPHBOIUT, B OOIIEM CiIydae, K HEJH-
HEHHOM IOCTaHOBKE 3aJadd. BblNonHeHa JMHeapu3anus Mo-
JIeJId Ha BPEMECHHOM CETKE 3a CUET «3aMOpPaKMBaHUSA» pellbe-
¢a qHA B pezenax OHOTO IIara Mo BPeMEHH U MOCIeAyole-
ro mepecdera (pyHKIMM ITOBEPXHOCTH JHA HAa OCHOBE H3Me-
HuBLIEHCS QYHKIMU KOHIIEHTPAILMH B3BEIIEHHOTO BEIIECTBA,
a TaKkKe BO3MOXXHOIO M3MEHECHUS BEKTOpa CKOPOCTHU JBHIKE-
HUS BOIHOM CpeJbl.

Pesynomamer uccnedosanus. Jns AuHEapuU30BaHHOHN 3amadu
MIOCTPOCH KBAJPATHUYHBIA (YHKIMOHAT M JHEPreTUUECKUM
METOJIOM JI0Ka3aHa €AWHCTBEHHOCTh PEIIEHUSI COOTBETCTBY-
IoLIeH HAYalbHO-KPAEBOM 3a/1a4u B IIpe/ieNax IPOU3BOJIBHOIO
mara no BpemeHu. Ha ocHoBe npeoOpa3zoBaHust KBaJpaTUIHO-
ro (yHKIMOHAA TIOJTydeHa alpuopHasi OLCHKA HOPMBI pelre-
HUSA B (QyHKIIMOHAIBHOM IPOCTPAHCTBE L, B 3aBUCHMOCTH OT
MHTETPAIbHBIX OIEHOK MO BPEMEHM NpaBOH YacTH, TpaHM4-
HBIX YCJIOBHI M HAa4aJbHOTO YCIOBHS, M, TaKUM 00pa3oM,
JI0Ka3aHa yCTOMYMBOCTb PEIIEHUs UCXOOHOM 3aJaud NpHU U3-

* The research is done on theme no. 2.6905.2017/BY within the frame of the government task of RF Ministry of Education and Science in R&D.

" E-mail: sukhinov@gmail.com, cvv9@mail.ru
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problem from the change of the initial and boundary condi-
tions, the right-hand side function, is established.

Discussion and Conclusions. The model can be of value for
predicting the spread of contaminants and changes in the bot-
tom topography, both under an anthropogenic impact and due
to the natural processes in the coastal area.

Keywords: coastal systems, mathematical model, diffusion-
convection problems of suspension sedimentation, bottom
relief change, uniqueness of solution, and stability of initial-
boundary value problem.

For citation: A.1. Sukhinov, V.V. Sidoryakina.. Development
and correctness analysis of the mathematical model of
transport and suspension sedimentation depending on bottom
relief variation. Vestnik of DSTU, 2018, vol. 18, no. 4,
pp.350-361. https://doi.org/10.23947/1992-5980-2018-18-4-
350-361

MEHEHUM Ha4YaJbHOTO M IPAHWYHBIX YCIOBHHA, (YHKIUH IIpa-
BOM YacTH.

Obcysicoenue u saxarouenus. Moneiab MOXKET INPEICTaBISATH
LIEHHOCTh TPU IPOTHO3€ PACHPOCTPAHEHHs 3arpsa3HEHUN U
W3MEHEHUsI penbeda JHA, KaK IPU aHTPOIOT€HHOM BO3JICH-
CTBHH, TaK M B CHJIy €CTECTBEHHO IPOTEKAIOIUX IPHPOTHBIX

HPOLIECCOB B IPUOPEXKHOI 30HE.

KiroueBble cjioBa: NpuOpeXHbIE CHCTEMBI, MaTeMaTH4ECKas
MOZeNb, 3a1aun U Gy3UH-KOHBEKIINH OCAKACHHS B3BCIICH-
HOTO BellecTBa, U3MCHEHHE peibeda HA, eJUMHCTBEHHOCTh
pElIeHUs ¥ YCTOMYMBOCTh Ha4aJIbHO-KPAeBOM 3aauu.

Ooépazey onsa yumuposanus: Cyxunon, A. U. I[locrpoenune u
UCCIICJOBAHUE  KOPPEKTHOCTH  MaTeMaTH4YeCKOH MOJenu
TPAHCIIOPTa M OCAXKACHHUS B3BECCH C YI€TOM M3MEHEHUS peilb-
eda nua / A. U. Cyxunos, B. B. Cunopsikuna // Bectauk J{oH.
roc. TexH. yH-ra. — 2018. — T. 18, Ne 4. — C.350-361.

https://doi.org/10.23947/1992-5980-2018-18-4-350-361

Introduction. The aquatic habitat protection [1—2] is one of the most important factors that determine the inte-
grated research development of the coastal areas. Damage control over the natural processes, such as pollution, sedi-
mentation, and depletion of water areas, leads to necessity for studying all aspects that affect changes in coastal waters.
Maintenance of water bodies in proper condition and timely intervention in its operation mode is directly related to the
increase in port capacity and the efficient development of the coastal infrastructure (ensuring an accessway to the berths
of ships with a low landing; desilting and aquatic vegetation clearing of the coastal strip; etc.) [3-5]. As a rule, research
practice in this field requires the construction of mathematical models that are as close as possible to real processes
[6—11].

A continuous mathematical model describing spatial-three-dimensional processes associated with transport and
gravitational suspension sedimentation in the aquatic medium with varying bottom relief is considered. This model
takes into account micro-turbulent diffusion and advective transfer of suspensions, the effect of gravity on suspension,
the presence of the bottom and a free surface, and a bottom contour variation.

The suspension transport model enables to study the hydrophysical processes of aquatic systems, to predict the
dynamics of the bottom surface change based on the description of the lifting, transport, sedimentation, changes in the
concentration of suspension [12—13]. The uniqueness of the solution to the corresponding initial-boundary value prob-
lem is proved, and a prior estimate of the solution norm is obtained depending on the integral estimation of the right-
hand side, boundary conditions, and the initial condition.

Materials and Methods. Continuous 3D model of suspension diffusion-convection and the corresponding initial
boundary value problem. Consider a continuous mathematical model of sediment spreading in the aqueous media
considering diffusion and convection of suspension, gravity action on suspension, presence of the bottom and a free
surface. We will use Oxyz Cartesian coordinate system where Ox axis passes along the nonperturbed water surface

and is directed toward the sea, and Oz axis is directed vertically downwards. Assume that A~=H+n is the total water
depth, m; H is depth with undisturbed water surface, m; 1 is elevation of the free surface relative to the geoid (sea lev-
el), m (Fig. 1).

- 'Geoid_ k_;jf — 77—'1'_/_15_}% surface
— T ] ——————— — .77 _’__,l'//
X
= -
Bottom : 7
- T ——— e A e
z < H(x,y)

Fig. 1. Introduction of Oxyz coordinate system Oxyz
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Suppose that in G = {0 <x<L,0<y<L,0<z<H (x, y)} closure region, there are suspensions which have
c=c(x,y,z,t) concentration at (x,y,z) point and at ¢ time, mg/l; ¢ is temporary variable, sec. We will also use

L = max H(x,y) notation.

Z 0sx<L,,0<y<L,

The behavior of the suspended particles will be described by the following system of equations:

8c+5(u0)+5("c)+6((w+wg)c) :Mh(a_zc+azc}+ 0 (uv%}rl’,

o ox oy oz ox’ 6y_2 oz oz (1)
OH €

—=——w_,

ot p ¢

where u, v, w are components of U fluid velocity, m/s; w, is hydraulic size or sedimentation rate, m/s; p,, p, are coef-
ficients of the horizontal and vertical turbulent diffusion of particles, respectively, m*/s; F is power of particle sources; &
is porosity of bottom materials.

Summands on the left side (except for the time derivative) of the first equation of the system (1) describe the
advective particle transport due to the inertial motion of the aqueous media, as well as sedimentation under the action of
gravity. The summands on the right side describe the suspension diffusion. The vertical diffusion coefficient is chosen
different from the horizontal diffusion coefficient due to the fact that the effect of difference between these coefficients
is often observed in various media and can be caused by various factors.

As G region, we consider ABCDAOC,D, “parallelepiped” “skewed” to the shore, whose 4,0C, D, upper base

lies on (z=0) free surface, and (z =H(x, y)) part of the bottom surface is its lower base. Suppose S is G surface, 7i

is the outward normal to the surface of the “skewed parallelepiped”. We assume the given U™ as the fluid velocity on

G side surfaces. Complete with the boundary conditions of first kind for the particle concentration function, this allows
determining the suspension flow both towards the coast and along the coast (Fig. 2).

¢; Coast

'\.'
Free surface
Dy

Particle flow
precipitates

'

Particle flow
precipitates B

non—> n

M
DAL T P

Fig. 2. Solution area for suspension transport

Add the initial and boundary conditions (assuming that the sedimentation is irreversible) to the system (1)
As the initial conditions at # =0 time, we accept

c(x,y,z,O)Ec0 (x,y,z); 2)
H(x,y,O):H0 (x,y). (3)
We set boundary conditions on 4BCDA,OC,D, faces (we set suspended flows both towards the coast and
along the coast):
- on the faces S,=A40B (x=0,0<y<L, 0<z<L),6 S,=A4ADD (y=L,0<x<L,0<z<L) and
S,=BOCC (y=0,0<x<L,0<z<L)
c=c,rme ¢ =c (x,y,21), t€[0,T]; 4)
- on the faces S, = DD,C,C (x:Lx, 0<y<L, O_ZSLZ) and S, = 40CD, (z:O, 0<x<L, OSySLy)
c=0; (%)
- on the surface S, = ABCD (z =H(x,y,t), 0<x<L, 0<y< Ly)
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w w
o Yy % Yo, (6)
an HV 6Z MV

The boundary condition (5) occurs with a relatively small slope of the bottom:

(asz oH Y
max,||— | +| — | « 1.
S Ox oy

The following condition of the solution domain nondegeneracy is set up for all (x, y,t) at which the initial

boundary value problem is formulated:

H(x,y,t)zhozconst>0, 0<t<T. 7
When studying combined models of sediment and suspension transport, it is possible to increase the concentra-
tion of suspended particles in the bottom layer due to the rising bottom sediment particles if the shear stress exceeds of a
certain critical value is exceeded[13—16]. Then, instead of the boundary condition (6), we will consider the boundary

condition of the following form
Oc
=
Linearization of the initial-boundary value problem of transport and suspension sedimentation. To create a line-
arized model on 0<¢<T time interval, we construct a uniform grid ot with a step 1, that is, a set of points

o, ={t,=nt,n=0,1,...,N, Nt1=T}.

ac, o =const>0. (8)

£ L.
A7
o

-y

Fig. 3.Construction of time grid
P (x, y,z,tnfl)and H" (x, Vv, tH)functions are determined at each step of @, time grid. If n =1, then func-
tions of the initial condition will suffice to " (x,3.2.8,), H" (x,3.1,) , viz " (x,3,2,0)=¢,(x,,2) ,

H" (x,y,t,)=H,(x,y) respectively. But ifn=2,..,N, then " (x,y,z,,,)=c""(x,»,2,¢t,,) functions are assumed

n-1

to be known, since the problem (1)—(6) for the previous t,, <¢ <t time interval is supposed to be solved.

We write the system (1) on t _, <¢<t, interval in the form:

oc™ 6(140(")) 6(vc(")) 6((w+wg)c(")) (620(") a%(ﬂ)j 6( ac(n)j p
=u, + +—|n, +F,

+ + +

ot ox Oy oz o’ oy’ oz oz 9)
6H(”) € (n)
=——w,c
Ot p ¢
and complete it with the initial conditions:
VW (x,.2.8)) = ¢, (x,y,z),c(") (x, 3,22, )= c (x,3,2,0,,), n=2,.,N. (10)
HY (x,y,to) =H, (x,y),H(") (x,y,t,k1 ) =H" (x,y,l‘rk1 ), n=2,...,N. (11)

The boundary conditions (4)—(6) are assumed to be fulfilled for all ¢, <t <t time intervals.

n-1 —
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By defining ¢ (x,y,zt,)=c""(x,y,2,t,,) function on t  <f<t, time interval, we can find
H (”)(x, Vv, tH) function. For this end, we integrate both members of the second equation of the system (9) over

¢t , <t<t, variable. We will get

n-1 —

n (n)
| OH g%y [ . (12)
From the equality (12), it is not difficult to get

N
H" =g —%wgz [ . (13)

n=1 t

n-1 =

We introduce G, = {0 <x<L,0<y<L,0<z<H"(x,y.1, )} domain at each #_ <¢<¢, time step.

We have a chain of linear initial-boundary value problems for each time layer, where the system of the type

ac™ 6(140(") ) a(ch) 6<(w+ W, )c(") ) 26 226 2 ac™ (14)
+ + + =W | =5t —5 [T | W — |+ F,
ot ox oy oz Ox oy oz Oz
(x,y,2)eG,,, G, = {0 <x<L, 0<y<L, O<z<H"' (x,y,tnfl)},
N
() _ py(n-1) _ € (n) —
H"Y =H pwg;tjc dt, n=12,...,N. (15)
is considered for ¢, <¢<¢ interval with the initial conditions:
N (xpzt) =" (xpz0,), (16)
H" (x,p,6,.)= H" " (x,0,1,,) . (17)

Note that at each time step, the boundary surfaces will change (except S, face). Considering ¢, <t <¢, time

n=1 =

interval, we set the boundary conditions on the edges of G, _, domain:

n=1

- on S, (x=0,0<y<L, 0<z<H""(0,3.z,)) . S (y:LV,OSxSLx,OSZSH("'I)(x,L t )) and

Ln-1 211 2 n1

S, (y=0,0<x<L, 0<z<H""(x,0,,,)) faces
" =c" e ¢ =c (x,p,2,1), te[t,.t,]; (18)

-on S, (x=L,0<y<L, 0<z<H"'(L.,yt ))uS, (2=0,0<x<L, 0<y<L)=40CD, faces

"=0; (19)
-on S, (z =H""(x,3,t,,), 0Sx<L, 0<y< Ly) surface
(n) w (n) w
0 _ Yo ) g O _ M ) 0)
on M, 24 M,
The boundary condition (8) will be replaced by the following
(n)
o _ ac”, o =const>0. 2D
Oz

Thus, it is supposed that the bottom relief within this time step, when calculating the distribution of suspension
concentrations, does not change and is taken from the previous time layer. First of all, at this ¢, <¢ <¢ time step, the

n-1 —
initial-boundary value problem for the convection-diffusion equation (14) with H"" fixed bottom relief function is

solved, and only then the update (recomputation) of A" relief function is performed in accordance with the equality
(15).

The determination of the conditions of existence, uniqueness and continuous dependence of the solution on the
input problem data is carried out on a fixed time layer under these assumptions and subject to the condition (7).

The authors do not plan to study the existence of solutions to the initial-boundary value problems (14) - (20)
and (14) - (19), (21) in this paper. Questions of the existence of solutions to the initial-boundary value problems for
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parabolic equations with lower derivatives (diffusion-convection equations) are considered, for example, in the mono-
graphs [17-18].

Research Results. Investigating uniqueness of the solution to the initial-boundary problem of suspension
transport.
Consider the initial boundary value problem (14) - (20) formulated for the arbitrary t,_, <#<t, time layer.

Multiply the left and right member of equation (14) by ¢ function and get:

o0 ) ) AT (B2 ) 0 2 2 or,

+ + +
ot ox Oy oz ox’ oy’ oz

The left member of the equality (22) can be transformed as follows:

, (n (») (n ()’
() 80()+C(n) é(uc )+a(vc )+6((W+Wg)c ) :la(c ) +c(")div(c(")U)=
ot Ox oy 0z 2 Ot
(23)
1 6(c("))2 1 2
=— +—div((c(")) ﬁ)
2 ot 2
where U:” Y,
With regard to (23), the equation (22) will be written as
2
1 a(c(n)) Lo (V7 w02 ") e o)
T +5dzv((c()) U):uhc”[ PR J+ ()6Z[uv = j+c( F. 24

Then we integrate both members of the equation (24) over ¢, <t <¢, interval, and, after that, over the spatial

variables in G, , domain. In the first term, the order of integration is changed due to the Fubini theorem [19]. We obtain

02 57 i 4 gy o). o

_ tf[mcu)uh [%;)ﬁ;;; j Jdt+'|'['|‘“. [ )Jd(}nl]dt+ (25)

j [ [[[e"Fdq, ]dt

by \ G

The first term on the left side of the equation (25) is obviously equal to

) 2
0 1 o e s oo

Next, we turn to the transformation of the second term of the left-hand side of the equality (25). Considering
the Gauss-Ostrogradsky formula and the boundary conditions (18) - (20), it can be written as [20]:

,I,( I dw((c<~>)2 ﬁ)dGJJt:%j[ﬂ( V(@ n)dydzjdt+ tj,[;ﬂ,c wgdxdyjdt+
+'j[jj () (ﬁﬁ)dxdz}wrl’j(ﬂ( NG n)dxdz]dt———f[ﬂ( 8) udydzjdt— 27)

a1 \ 53,01 fyt \ S1t

%][ﬂ( Y vdxdzjdt+ j(ﬂ( Y vdxdzjdt+5j‘[£l(c”) wgdxdyjdt.

tuot \ S3.m1 ’1521

where U is the known velocity of the aquatic medium on the faces where the boundary conditions of the first kind
and S

are specified; in fact, these are all side faces, except for S st

ot top cover on which the suspension concentra-

tion is zero, and therefore the flows through them are zero.
Let us turn to the transformation of the right side of the equation (25). The following equality occurs
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(n) (n) (n)
J:U " Wy = 4 ac +“hi & +g Plvac_ G, =
o ox| ox oy\ oy oz oz
n () (n)
= (I by o o, 2 O], Oy 7 g, - (28)
g ox ox oy oy oz oz
2 2 2
ac" ac" ac™"
- — | +p, | — | + dG
'LU[M{ Ox ] Mh( oy H 0z "

50(") . GC(") (n)u ac(n)
sH,C
o T oy oz

Suppose O = {Q‘X,Q",,Q_"} :{phc(”) } . Then, in virtue of the Gauss-Ostrogradsky

theorem, we have:

B2 ) 0 s e

= j 0, dxdz + jj 0. dydz + ” 0, dxdz + H 0. dydz + ﬂ 0. dxdy + jj O.dxdy = (29)
jj 0, dxd: + jj 0, dxd: + ” 0. dydz + j j O.dxdy.

Transforming each term from the r1ght—hand side of (29) subject to the conditions on the boundary (18) - (20),

we obtain
(n) (n) (n)
J‘J.J‘I:“h ai{c(n) ac_] L, ai(c(n) ag ]Jr_ai(c(n)uv ag ]:| danl =
X Oox y y z z (30)

H ¢ uh dxdz+ ﬂ 'y, 8; dxdz+sj]j c*uh%dydz—sﬂ w, (c(n))Z dxdy.

SZ -1 S"s -1 1

In virtue of (26), (28), (29) and (30), the equality (25) takes on form

S Gonmrac, | 136 u+cuhajdydz}

byt \ St 1

I[sﬂ[ Votep, ’]dxdz}dmttj[szﬂl[ : cuhai}jzdxdz} .
[ ey g2 o 2] w[a; J . |-
=_m( ) xy,ztnl)dGn1+J[j” "FdG,

tyet \ Gt

The identity (31) will be fundamental under studying the uniqueness and obtaining a prior estimate of the solu-
tion norm of the initial boundary value problem (14) - (20). In case of replacing the boundary condition (20) with the
boundary condition (21), the quadratic functional (31) changes as follows:

%g J' (c(">)2 (x.y.2.8,)dG, , - j { I G(c utcp, ‘Z dedz}d
_I[SH (%(c) Ve, — jdxdz}dwrljl [SH( -, Zy jdxdz]d

At ST 5
L (e | [ flfFac,

Lyt \ Ot

(32)

Suppose that the equation (14) with the same conditions (16) - (20) satisfy two different solutions to

¢ =c (x, v, z,t), ¢, =¢, (x, ¥, z,t) problem. For their c= ¢, —c, difference, the following initial-boundary problem is

valid:
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oc 0(uc) o(ve) a((W””g)g):“ [625+@25J+ 5[ 55} (33)

5+8x+6y+ 0z h@? =\ )
E(x,y,z,O)zO, (x,y,z)e@n_l, (34)
-on S, S, S, S,.,S,, faces
F=c —¢ =0; (35)
-on S, surface
= _Lv_f(q —e)= _Lv_fg . (36)

For ¢ function, the equality (33) will take the form considering the equalities (34)—(36)

_I.[j (x.9,2,1,)dG,  += j{ ” w, & dxdy |di +
o (37

A (3] (2o

Since w, >0 and other known values under the sign of integrals are positive ph> 0, uv> 0, then the equality

(36) is satisfied only under the condition

E(x,y,z,l)EO, (x,y,z)eGH, t  <t<t (38)

which completes the proof of the uniqueness of the initial-boundary value problem (14) - (20) solution.
In case of replacing the boundary condition (20) by the relation (21), instead of the expression (37), we obtain
the following equality

Lt \ Se.n1

—IJI (x,2.2,)dG, ﬁj[ﬂ( w, — o, jézdxdy}dt+

8 oY a 39
¢ ¢ ¢
+ — |+, | = + dG, =0.
tﬂj{[gﬂuh(ax) () (%] } }
We require the fulfillment of the inequality
%wg —ap, =0, (x, y,z) €S8,,., b, <t<t,

or

w

aSz—g, (x.y,2)e8,, 1, <t<t, (40)
l'IIV

then all the terms in the equation (39) are nonnegative, and zero equality is possible if and only if
E(x, ¥, Z,t) =0, (x, y,z) eG,,, t  <t<t, that means the solution uniqueness and in this case.

Reasoning is similarly repeated for all layers of @, time grid. The modification of the boundary conditions as-
sociated with the continuous change in the bottom relief depending on the time variable requires additional study and is
going beyond the scope of this article.

Theorem. Suppose we are given a system of equations

o ofuc™ o(ve™ P + () 2 (n) 2 () ()
0 o) o) ollwin)e) (e g of wn
ot ox oy 0z o’ oy’ 0z 0z

(x,y,2)eG., G = {0 <x<L,0<y<L,0<z<H"(x,y,1, )},

’ & e
H" =H")-=w > ["dt, n=12,.,N
o) n=l g

inQ =G, x(t <t<t), G = (0 <x<L,0<y<L,0<z< H" (x.pt,, )), simply connected domain with a

sufficiently smooth boundary defined by the smoothness of z=H""(x,y), 0<x<L, 0<y<L function with the
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initial and boundary conditions (16) - (20). Let the functions of c‘”)(x, V,Z,t, l) solution, the velocity vector of

(=) (x,y.z,t,,) initial condition, F(x,y,z,t), right member of ¢’ (x,y,z,t) bounda-

||u,v,w+ wg”T aquatic medium, ¢
ry condition, p, =p (z),(x,»,z)€G,, coefficient of u, =p (z),(x,y,z) € G, vertical turbulent exchange satisfy the

following smoothness conditions:

e (x, y,z,tn_l) eC’ (Q”_l)m C(f_Zn_l ), grad " e C(f_ln_1 ), ||u,v,w+ w, "T eC' (QH )m C(S_EH ),
I (3mt) €C(G) FlupaneC(@,) . w(nn2)eC(6)nc(@,) .
¢ (x,3.2,t)eC(S,,)x[t,, <t<t], S =G, \G_ ,
z—c*eC((OstLx, 0<y<L, z:H("")(x,y))x[tH Stétn]) , as well as ¢ (x,0,20)=¢(x2),
" :
(x, 0,z )eS"l\(O<x<LX,O<y<Lv, z:H("’l)(x,y)), ai=—hc*,
i oz w

(0 <x<L,0<y< Ly, z=H"" (x, y)), conditions of consistency of the boundary and initial conditions, then the

solution to this problem exists and is unique.
Comment. In case of replacing the boundary condition (20) with the boundary condition (21), the inequality
(40) should be added as a sufficient condition for the previous theorem.

Studying the continuous dependence of the solutions to the initial-boundary value problem of suspension
transport on the initial, boundary conditions and the right-hand side function. The next stage is connected with
the study of the continuous solution dependence on the functions of the right-hand side, boundary and initial conditions
for the system (14)-(15).

Suppose that
¢’ > ¢, =const >0,

0<x<L,0<y<L, 0<z<H" (x,pt.), 1t 1)

<t<t,

’ n 1=
For convenience, we introduce the notations: union of all parts of the lateral cylindrical surface (boundaries of

and the lower base of region—as G, — S, , . In virtue of the smoothness conditions

G,.; region) is denoted as S bnei

cn-12

listed under the above theorem, extrema of functions on the bounded closed sets are reached:

M,, , =max {‘c(")‘}, M,, = max{ }
K : (42)
Mo =max{u ), M=, max b Mo, =mindi,a, )

We will focus on the equation (31) if the boundary condition (20) is used, and on the equality (32) in case of
the boundary condition (21). Evoking Friedrichs inequality, we have a chain of inequalities:

ac™ ’ ac™ ’ 60(")
+ + dGg, _ >
JC;[.!. My, o W, oy W, P n-1

) ac™ ’ ac™ ’ GC(")
2%1?{%,“‘,}!;][ [ . ] +[ H | |46 (43)

oy

=M, n’ LLXZ—’_LVIZ ( (n]) .‘-.U( "))

We turn to the equation (26) from which, in virtue of (42) and (43), we obtain the inequality:
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e o e e

+ﬁ[ﬁm4 )wwyxﬂkyGﬁMMI[ﬁ }+ )

it \ Shat

n-|

SRR R 1 e

From inequality (44), there are two inequalities

J‘J‘J.(C(n) )2 dGﬂ*l S J‘J‘J‘COZdanl +M4,n—1 i [ IJ‘ (C* )2 dS,,,l }t +
G G, L \ Sen-t
tH
+2M,, M, | ( [ |e’]as, derzM1 | {m'FMGM Jdt.
£y \US.

(45)

Ly \ Gt

and
fi(e) M_WWm@ﬁ
‘ , (46)
+M,,, (Sjj (<) dSnl]dt+2M“1 - ( [l e|as,. jdt+2Mm umFWGMJJt}
-1
where M ! 2| 1 1 1

= | —t—t—
M, L’ L’ ( H(H))Z

1 X

The inequalities obtained imply the continuous dependence (stability) of the solution to the problem (14) - (20)
on the functions of the initial condition, the boundary conditions and the right-hand side, in L, norm for any instant of

0<T <40 time, and also in L, time-integral norm.

Obviously, if the inequality (45) and the theorem condition are satisfied, the initial-boundary problem (14) -
(19), (20) will also have a solution that depends continuously on the functions of the initial condition, the boundary
conditions and the right-hand side in the corresponding norms.

Discussion and Conclusions. Novelty of the proposed non-stationary spatial-three-dimensional mathematical
model of suspension transport lies in the fact that, alongside with considering the processes of advective transfer, micro-
turbulent diffusion and gravity sedimentation of suspended particles, the model describes the change in bottom geome-
try caused by the particle settling or bottom sediment rising.

The linearization of the corresponding initial-boundary problem on the time grid is carried out, and the conditions
for the uniqueness of the solution to the initial-boundary problem and continuous dependence on the input data — on the
functions of the initial condition, boundary conditions, and the right-hand side in L, Hilbert space norm in L, time

integral norm for two variants of boundary conditions are obtained for the arbitrary ¢, <t <¢ time step.
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Numerical simulation of the transverse flow over spans of girder bridges °

Yu. A. Gosteev', A. D. Obukhovskiy’, S. D. Salenko®”

123 Novosibirsk State Technical University, Novosibirsk, Russian Federation

YucjieHHOe MoOe/IMPpOBaHME MOMEPEYHOI0 00TeKaHUA MPOJIETHBIX CTpoeHl/lﬁ 6aJOYHBIX MOCTOB

0. A. Iocrees', A. JI. O6yxoBckwmii’, C. JI. Canenko’™

23 HoBocHGUpCKHii Tocy1apCTBEHHbIH TeXHUYECKHIT YHIBepCUTeT, T. HoBocubupck, Poccuiickas denepartus

Introduction. The technique of numerical modeling of the
transverse flow over span structures of bridges on the basis of
the two-dimensional URANS (Unsteady Reynolds-averaged
Navier-Stokes) approach used in the modern methods and
software packages for computational fluid dynamics is verified.
The work objective was debugging and experimental substanti-
ation of this technique with the use of the database on the aero-
dynamic characteristics of the cross-sections of span structures
of girder bridges of standard shapes pre-developed by the au-
thors.

Materials and Methods. A numerical simulation of the trans-
verse flow of low-turbulent (smooth) and turbulent air flows
around the bridge structures in a range of practically interesting
attack angles is carried out. SST k — w. turbulence model was
used as the closing one. The technique was preliminarily tested
on the check problem for the flow of the rectangular cross-
section beams. Calculations were carried out using the licensed
ANSYS software.

Research Results. The calculated dependences on the attack
angle of the aerodynamic coefficients of forces (drag and lift)
and the moment of the cross sections of the girder bridges of
standard shapes are obtained. These data refer to the span
structures at the construction phase (without deck and parapets,
without parapets) and operation phase, under the conditions of
model smooth and turbulent incoming flow. The latter allows
us to outline the boundaries for more weighted estimates of the
aerodynamic characteristics of the girder bridges in a real wind
current. The best agreement with the experimental data was
obtained from the drag of the cross-section. The magnitude of
the lifting force is more sensitive to the presence and extent of
the separation regions, so its numerical determination is less
accurate. The reproduction of the angle-of-attack effect on the

aerodynamic moment of the cross-section is the most challeng-

“The research is done within the frame of the independent R&D.

Bseoenue. BepudunrpoBana MeTOAMKAa YUCIEHHOTO MoJe-
JUPOBAHUS IIONEPEYHOTO OOTEKAHMs NPOJIETHBIX CTPOCHUMH
MOCTOB Ha OCHOBE HECTallMOHAPHOTO pemleHus PeiHonbnca
mis ypaBHenuit HaBee — Crokca (URANS, Unsteady
Reynolds-averaged Navier — Stokes). JlaHHBIH ABYMEpHEIH
HOJX0J MCIOJb3YeTCs B COBPEMEHHBIX METOJaX M IaKeTax
HPUKJIAJHBIX NPOTPAMM BBIYMCIMTENBHON THIPOa’pOAHHA-
mukn. llemn paboTbl — oOTNIaAKa W SKCIEPUMEHTAIBHOE
000CHOBaHME yKa3aHHOW METOOUKH. [l peanusanuu Imo-
CTaBJICHHOW LIEJIM HCIIONB30BaHA paHee pa3paboTaHHAs aB-
TopamMu 0a3a JaHHBIX N0 a3POJUHAMHYECKHM XapaKTepH-
CTHKaM IIOTIEPEYHBIX CEYCHHMH IPOJETHBIX CTPOEHUil Oa-
JIOYHBIX MOCTOB THIIOBBIX (OPM.

Mamepuanvt u memoowi. TIpoBeIeHO YHCIEHHOE MOJEIHPO-
BaHHE MOINEPEYHOr0 OOTEKAaHUS MOCTOBBIX CTPOCHUH HH3-
KOTYpOyJIeHTHBIMH (TJIaAKUMHU) U TypOYJICHTHBIMH BO3/IYIII-
HEIMH IIOTOKaMH B IHAaNa3oHE IPAKTUYECKH HHTEPECHBIX
YTJIO0B aTaku. B urore mcmnosb3oBanack MoJeNnb TypOyIeHT-
Hoctu SST k — w. MeToauka npeaBapuTeabHO oTpaboTaHa
Ha TECTOBOHM 3amaue oOTekaHHS OalOK IPSIMOYTOJBEHOIO
HOIEPEYHOro ceyeHus. Pacyers! MPOBOJMINCH C HOMOIIBIO
JULEH3UOHHOr0 NporpaMMHoro kommiekca ANSYS.
Pesynomamer uccieoosanus. Ilokazano, KakuM o00pazom
Yroj aTakd OmIpejaenseT CHibl (IOABEMHYI0 H J1000BOTO
CONIPOTUBJICHUSI) MU MOMEHT IOINEPEYHBIX Ce4YeHHi Oanod-
HBIX MOCTOB TUIOBBIX (GopM. IlosrydeHHBIC pacyeTHbIE 3a-
BHCHMOCTHU OTHOCSTCS K IIPOJIETHBIM CTPOCHHSM Ha CTaJUsIX
MOHTaxa (0e3 IUINTBI MEePeKPhITHS W OTpaxKJeHHd, 0e3
OTP@XACHMUH) M OKCINIyaTalliM B YCIOBUSX MOJEIBHBIX
Haberarwmmx MOTOKOB — TIIAJKOTO U TypOyJIeHTHOTO. JTO
HO3BOJIICT OYEPTUTh TPAHULIBI JUI O0Jiee B3BELICHHBIX Olle-
HOK a9POAMHAMHUUYECKHUX XapPaKTEPUCTHK OAJOYHBIX MOCTOB
B PEaJbHOM BETPOBOM IIOTOKE.
Jlo60oBO€  CONPOTHBIIEHHE  CEYCHHIO  JE€MOHCTPHUpYET
HawIydlIee COTJIACOBAHUE C ONBITHBIMH JAaHHBIMU. Benmun-
Ha MOJBbEMHOH cuibl Oojiee 4yBCTBUTEIbHA K HAIHYUIO U
MPOTSDKEHHOCTH OTPBIBHBIX 30H, IIOITOMY €€ pacdeTHoe
ompejencHue MeHee TO4HO. Haumbonee mpoOieMHBIM Ui
0OJBIMHCTBA KOHQUTYpanuil SBISETCS BOCHPOU3BEICHHE

*E-mail:gosteev@corp.nstu.ru, obuxovskij@corp.nstu.ru, salenkosd@yandex.ru
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ing for the majority of configurations.

Discussion and Conclusions. Comparison of the calculated and
experimental data indicates the applicability of the URANS
approach to the operational prediction of the aerodynamic
characteristics of the single-beam span structures. In the case of
multi-beam span structures, where the aerodynamic interfer-
ence between separate girders plays an important role, the
URANS approach must apparently give way to more accurate
eddy-resolving methods. The results obtained can be used in
the aerodynamic analysis of structures and in practice of the
relevant design organizations in the field of transport construc-

tion.

Keywords: mechanics of fluid, gas and plasma; mathematical
simulation; computational aerohydrodynamics, URANS ap-
proach, bridge spans, aerodynamic characteristics.

For citation: Yu.A. Gosteev, A.D. Obukhovskiy, S.D. Salen-

BIUSIHUS yTJIa aTakd Ha adpOJMHAMUYECKHH MOMEHT cede-
HUSL.

Obcyocoenue u 3aknouenus. CpaBHEHHE pPACUETHBIX U
OTBITHBIX HAHHBIX CBUAETENBCTBYET O NPUMEHHUMOCTH
URANS-nogxona x onepaTuBHOMY NPEACKAa3aHUIO adPOIU-
HaMHYECKHX XapaKTEepPUCTUK OTHOOANOYHBIX IIPOJIETHBIX
ctpoernid. Ecnu ke pedb UAeT 0 MHOroOaJO4YHBIX MPOJIET-
HBIX CTPOEHUSX, CYIMIECTBEHHYIO POJIb UTPACT adpOAMHAMHU-
yeckas MHTEpGEpeHLUUS MEXIy OTAeNbHbIMH Oankamu. B
stoMm ciaydae BMecto URANS-nogxona cienyer npuMeHsSTh
Oojee TOYHBIE BHXpepaspemaroniie MeToisl. IlomydeHHbIe
pe3yabTaThl MOTYT OBITh HCIOJIb30BaHBI B HCCIEIOBAHUIX
A’POJNHAMHUKH COOPYKEHHH M B IPAKTHKE IPOECKTHBIX Op-
raHu3anui B cepe TpaHCIIOPTHOTO CTPOUTEIIBCTBA.

KnaiodeBble c10Ba: MeXaHHWKa >KHIKOCTH, Ta3a M IUIa3MBL
MaTEMaTH4YeCKOe MOJICIMPOBAHUE; BBIYMCIUTENIbHAS T'HAPO-
aspoauHamuka; URANS-monxon; mponeTHble CTPOCHHS MO-
CTOB; a3POAUHAMHUYECKHE XapAKTEPUCTHKY.

Ooépaszey ona yumupoeanusn: T'ocreeB, 0. A. YucnenHoe

MOJICTIUPOBAaHHE  IIONEPEYHOr0  OOTEKaHWs  IPOJETHBIX
crpoeHmii  Oamounbix  moctoB/ 1O. A, Tocrees,

ko. Numerical simulation of the transverse flow over spans of

girder bridges. Vestnik of DSTU, 2018, vol. 18, no. 4, pp. A. 1L O6 i C. 1 C /B I
) A ) } 1R AR . [1. O6yxoBckuii, C. [l. Canenko // Bectuk J[oH. TOC. TEXH.
362-378. https://doi.org/10.23947/1992-5980-2018-18-4-362 yima. 2018, — T.I8, Ned. —  C.362-378.
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Introduction. It is known that wind flow around engineering structures is, as a rule, instable turbulent in na-
ture; different-scale eddy structures are observed in the flow [1, 2]. Nearby bluff bodies (to which, in particular,
bridge spans belong), unsteady detached flow regions occur [3]. Accordingly, adequate modeling of the turbulence
effects is now an important requirement for the simulation experiment techniques.

Large Eddy Simulation, LES, and Detached Eddy Simulation, DES, are used to evaluate the aerodynamics
of structures. However, the use of these methods is complicated by their high resource intensity, the reasons for
which are as follows:

— tridimensionality of the task;

— strict requirements to the computational grid density in the near-wall region and in the “focus” region [4];
— restrictions on the time integration step;

— relatively large time window length for gathering nonstationary statistics in steady state.

At the same time, it is known [5] that for cylindrical prisms that are close in shape to beam bridge spans, the
two-dimensional approach reproduces the basic flow properties (primary unstable mode in the body wake is essen-
tially two-dimensional). Thus, a POD analysis (Proper Orthogonal Decomposition) of the flow near the prism with B
/ H =15 (H is depth of section) relative section depth was performed in [6]. As a result, it was established that the 1st
and 2nd disturbance modes are two-dimensional (constant over the span) and correspond to the vorticity transfer
along the surface. Three-dimensional modes change along the span at a reference length that is no less than B section
depth.

For the operational prediction of aerodynamic characteristics (ADC) of bridge structures and wind-tunnel
test tracking, the authors used nonstationary 2D modeling based on URANS approach, Unsteady Reynolds-averaged
Navier-Stokes. Its applicability to the definition of ADC of the bluff bodies (stationary and oscillating) was studied
in a number of works by foreign authors (see, for example, [7]).

Materials and Methods. When setting up computer-based experiments, the recommendations given in [8—
10] were considered. The calculations were carried out in the ANSY'S Fluent program.

The technique was preliminary tested on the check problem of flow around beams with rectangular cross-
section. As a result, K — o shear stress transport (SST) model was chosen to describe the flow turbulence, and the

grid parameters and the numerical algorithm were selected.
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The extension of the rectangular computational domain is (30 ... 40) H lengthwise, and (14 ... 20) H — trans-
versely. The front face of the streamlined body was spaced apart from the input boundary at (8 ... 12) H.

We used low-Reynolds-number grids (y" < 4 ... 5 dimensionless distance of the first node to the wall) that
enabled to calculate the boundary layer separation and reattachment. Considering the complexity of the streamlined
body contours, multiblock grids were constructed. The internal female block consisted of quadrilateral elements
whose density increased closer to the body surface. A layer with a structured orthogonal quadrilateral grid was gen-
erated immediately at the wall. The wake region was covered with a grid of square cells sizing of no more than H/15
... H/10. The cell size increased to H/4 ... H/3 to the outer boundaries. The cross-sectional perimeter contained about
10% ... 10’ cells depending on its shape. The total number of cells ranged from 40—50 thousand (for sections of simple
shapes) to 250-300 thousand (for complex ones). An example of the computational grid near a beam of trapezoidal

section with overlapping and fencing is shown in Fig. 1.

Fig. 1. Example of computational grid (fragment)

When solving the Navier — Stokes equations, the velocity — pressure relationship was implemented using the
SIMPLE algorithm. The convection and viscous terms of the equations of flow and the transport of turbulent parame-
ters were approximated by schemes of second-order accuracy.

The numerical integration was carried out by an implicit time scheme of the second-order accuracy. At inte-
gration step was (0.02... 0.04) H/V (V is incident flow velocity), i.e., under the vortex shedding with dimensionless
frequency fH/V = 0.1, it was approximately 250-300 times less than 1/f period, and this provided an acceptable reso-
lution of the non-stationary flow parameters. The established vortex trail was usually formed by H/V moment (60 ...
120). Thus, the total number of integration steps averaged 6000 + 10,000. To collect nonstationary statistics, a time
interval of at least 5 periods was used.

An example of a qualitative comparison of the computational and experimental flow patterns near the span

is shown in Fig. 2.
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b)

Fig. 2. Example of flow pattern over bridge span: experiment (@), calculation (b)

Research Results. Detailed information on ADC typical cross sections can be found in [11]. Figures 3—-14
present a comparison of the computational and experimental data on the coefficients of averaged aerodynamic forces
(drag, lift) and the moment for some specific sections.

Fig. 3. Coefficients of averaged aerodynamic forces. Here: Cy, is drag; (fya is lifting force; C,, is moment; B and H are longitudi-

nal and transverse section dimensions (excluding fencing); a is angle of attack

The incident smooth flow is characterized by the intensity of 0.5%, the turbulent one — of 8%. The computa-
tion data is represented by solid lines.
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Discussion and Conclusions. The analytical results show that, with some exceptions, with an increase in the
relative width of the B / H cross section of a single-beam structure, the accuracy of the calculated prediction of its ADC
rises. As a rule, the best agreement is indicated for the frontal resistance of the section. For most configurations, the
computation data is slightly higher than the drag coefficient obtained experimentally. It should be clarified that for the
considered bluff bodies, the major contribution to the cross-section drag is made by the form (pressure) drag, which is
mainly determined by the difference in pressure forces on the upstream and leeward sides of the cross section. The ac-
cepted theoretical approach coarsens the dynamics of the vortex structures in the zone behind the body, which leads to
an underestimated pressure recovery in this area.

The lift magnitude is more sensitive to the presence, extent and type (open/closed) of the detached flow regions.
This applies especially to the span structure equipped with a slab; in this case, it is possible to re-attach the flow to the
upper side of the slab with the formation of a closed separation zone (approximately at B/H>5). Therefore, in compari-
son with frontal resistance, the calculated determination of lift force is less accurate, especially for superstructures with
a floor slab.

The reproduction of the angle-of-attack effect on the acrodynamic moment of the cross section is a challenge for
most configurations.

If the aerodynamic interference [12] occurs under the cross-flow around multi-girder spans between beams, the
accuracy of the ADC prediction falls with an increase in the number of beams (relative overall section width). In this
case, it is advisable to use more accurate DES and LES eddy-resolving methods instead of the URANS approach.
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Effect of recuperative volume parameters on dynamic characteristics of pneumatic drive

under braking”
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Bausinne mapamMeTpoB peKynepaTuBHOro 00beMa Ha JTMHAMUYECKHe XaPaKTEPUCTUKU MHEBMOIIPUBOAAa MpU

sk
TOPMOKCHUUN

A. H. Cuporenko', C. A. Ilaptko’, Baex Ca.meMS**

12 Nonckoii roCy/lapCTBEHHbIH TEXHUUECKUI YHUBEpCcHTeET, I. PocToB-Ha-JloHy, Poccuiickas denepanus.

3 Anermmo yruBepeuter, . Anenmo, Cupus

Introduction. Methods of energy saving in pneumatic drive are
considered. The method of braking by creating back pressure
in the exhaust cavity of the pneumatic actuator is of interest.
Under braking, the compressed air energy is stored in the
recuperative volume. It is possible to control the braking
dynamics through setting the initial parameters of the
recuperative volume. The work objective is to create a
mathematical model describing the dynamic processes taking
place in the pneumatic drive under braking by backpressure,
with a constant mass enclosed in the cavities of the air motor,
and considering variation of the initial parameters of the
braking volume.

Materials and Methods. A mathematical model is proposed
that describes the speed change of the output link, pressures
and temperatures in the cavities of the pneumatic drive
depending on the initial parameters of the recuperative
volume. The solution to the mathematical model is carried out
by the numerical integration method.

Research Results. The dependences of the output link velocity,
pressures and temperatures in the pneumatic drive cavities on
the initial parameters of the recuperative volume are obtained.
Adequacy of the built mathematical model is confirmed by
Fisher's criterion.

Discussions and Conclusions. The results obtained can be
used to solve the problems of energy saving in pneumatic
drives under the organization of backpressure braking. The use
of recuperative volume increases the technological flexibility
of the drive during its readjustment and extends the
possibilities of energy saving.

Keywords: pneumatic drive, recuperation, energy saving,
backpressure, braking, recuperative volume

* The research is done within the frame of the independent R&D.
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" Pa6oTa BBIMONHEHA B pamkax nannuataBHoi HUP.

Bseoenue. PaccMOTpeHBI cIOcOOBI  dHEprocOepekeHus: B
MTHEBMAaTHYECKOM mpuBoxe. MHTepec mpencraBisieT Ccrocod
TOPMOXCHUS CO3JAHUEM IIPOTHBOJAABICHHUS B BBIXJIOIHOU
nojgocty nHeBMompuBonaa. Ilpu 3TOM sHeprus cxaToro
BO3/lyXa HaKaIUINBaeTCs B PEKylepaTHBHOM oObeMme. 3amaBas
HavyaJbHBIC MTApaMeTPhl PEKYIepaTHBHOIO 00beMa, BO3MOXKHO
YIOpaBIsATh JAWHAMHKOW TopMmokeHus. llems pabGotsr —
CO3JaHME  MaTeMaTH4eCKOM  MOJENH,  OIMCHIBAIOIIEH
JUHAMHYECKHE MIPOLECCH, IPOUCXOIAINNE B THEBMATUYECKOM
pUBOAE INpU  TOPMOXKEHUUM  IPOTUBOAABICHUEM, C
MIOCTOSIHHOM ~ Maccod,  3aKIIOYEHHOI0 B IOJIOCTSX
IHEBMOJBUTATeNsl BO3JyXa, U C Yy4eTOM HM3MCHEHHUSA
HavyaJIbHBIX IIapaMeTPOB TOPMO3HOTO 00beMa.

Mamepuanet u memoowl. IlpemtoxeHa MaTeMaTHYecKast
MOJIeJIb, OIUCHIBAIOLIAs] M3MEHEHUE CKOPOCTH JBIKCHUS
BBIXOJHOTO 3B€HA, MJABICHUA U TeMIeparyp B IOJIOCTSIX
ITHEBMOIIPHBOJIa B 3aBUCHMOCTH OT HAYaJIBHBIX ITapaMeTPOB

PEKynI€paTuBHOTO oObema. Pemrenue MaTeMaTH4eCKOn
MOJCIIN OCYHIECTBIIAIOCH MCTOOOM YUCJICHHOT'O
UHTETPUPOBAHUA.

P€3yﬂbmambl Uccneo006anusl. HOJ’Iy‘{eHbI 3aBUCUMOCTHU

CKOPOCTH BBIXOJHOTO 3B€HA, JaBICHUH M TEMIEpaTyp B
MOJIOCTSIX ~[THEBMOIPHBOJA OT HAdYaJbHBIX IapaMeTpPOB
peKynepaTuBHOro  o0beMa. AJEKBAaTHOCTb  IOJyYEHHOU
MaTeMaTHYeCKOH MOJENN MOATBEp)KAEHA II0 KPUTEPHUIO
dumepa.

Obcyarcoenus u 3axmovenus. IlomydeHHbIe pe3yIbTaThl MOTYT
OBITH IIOJIE3HBI U PEUICHUS 3a/1ad SHEProcOepexeHus B
ITHEBMOIIPHBOIAX pu OpTaHU3aluH TOPMOKECHUS
npotuBojaBiaeHueM. [IpumeHeHHe peKynepaTHBHOTO o0beMa
MOBBIMIACT TEXHOJOTUYECKYI0 TMOKOCTh INPHUBOAA NPH €ro

HepeHaNIaIke U PACLIMPAET BO3SMOXKHOCTH SHEProcOepeKeHH .

Knrouesvie cnosa: nHeBMaTHUECKHI NPHUBOJ, PEKyHepanus,
sHeprocoepexeHue, HPOTHBO/ABIIEHHUE, TOPMOJXXCHHE,
peKynepaTuBHbIA 00BEM.
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Introduction. Pneumatic drives are widely used for automation and mechanization of secondary processes.
Energy consumption of the pneumatic equipment may be more than 20% of the total consumption of the enterprise.
Therefore, the issues of energy saving in pneumatic drives are urgent problems [1-3]. Such features as compressibility of
the working environment and inertia of the output links impede shockless braking, complicate the control and drive
design [1, 3, and 4]. It is possible to control the law of pneumatic actuator braking both by affecting a regulator device
[1, 2, 5, and 6] and by selecting the most useful technique of braking [7-9].

These above features enable to use compressed air as a brake damper and to accumulate braking energy, which
is effectively implemented under braking the pneumatic actuator through back pressure [7]. While changing the switch
coordinate for braking, pressure in the brake and injection cavities, connecting additional volume to the exhaust cavity,
it is possible not only to provide shockless braking, but also to recuperate the energy of compressed air under braking [2,
7, and 10].

By setting the initial parameters of the regenerative volume, it is possible to affect the braking and energy-speed
parameters of the pneumatic drive. However, this issue is not adequately investigated.

Research objective is to create a mathematical model describing the dynamic processes occurring in the
pneumatic drive under braking by backpressure, with a constant mass enclosed in the cavities of the air motor, and
considering variation of the initial parameters of the braking volume.

Problem Statement. It is required to describe mathematically the dependence of the dynamic characteristics of
a pneumatic drive under backpressure braking on the initial parameters of the regenerative volume.

Mathematical Dependences. Consider the backpressure braking by complete overlapping of the pump and
exhaust lines. The disadvantage of this method is that when you change the working movement and the external load on
the output link, you have to re-set the braking actuation coordinate. An alternative is the connection of a regenerative
volume to the brake cavity of the pneumatic motor upon braking. It is possible to affect the final pressure in the brake
volume and the braking path of the output link of a pneumatic drive by setting its initial parameters before braking [8].

The following assumptions were made for a mathematical description of the gas-dynamic processes occurring
in the cavities of the pneumatic drive [10, 12]: pressure in the lines is assumed constant; thermodynamic processes
occurring in the cavities of the pneumatic actuator are considered adiabatic; the working medium in the cavities of the
pneumatic drive compressed under braking is taken as an ideal gas.

The backpressure braking is based on the principle of creating a resistance force to the movement of the output
link of an air motor. This is achieved by partial or complete overlapping of the pump and exhaust channels. Complete
overlap is more efficient because there is no release of pneumatic air from the brake cavity. The dynamics of the
pneumatic drive before braking is determined by a known system of equations that considers the subcritical and over-
critical discharge regimes [10].

The pneumatic drive parameters are shown in Fig. 1. The working medium parameters are identified as follows:
V. Pw T, are volume, pressure, and temperature of the air compressed in the channel, respectively; V,, p,, T, are
volume, pressure, and temperature of the air compressed in the head end of the air motor; V,,, p,, T, are volume,
pressure, and temperature of the air compressed in the rod or head end of the air engine; Ve, Ppecs Tpex are volume,
pressure, and temperature of the air compressed in the regenerative volume; V., pam, T.n are volume, pressure, and
temperature of the free air. The air motor geometrics have the following identifiers: F,, F,, are head and rod useful areas
of the air motor; f,, f, are passage areas of the pump and exhaust lines respectively; x, x,, X, are the coordinates of the
current displacement, constant head and rod “passive” volumes, respectively; s is maximum driving stroke; P is
workload.
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Fig. 1. Pneumatic drive parameters under braking by backpressure in recuperative volume

Under braking, there is a constant amount of the compressed air in the cavities of the pneumatic engine. We
consider that heat exchange with the environment is insignificant, therefore, we regard the thermodynamic process to be
adiabatic, with the adiabatic index & = 1.4 [10]. For braking, the control valve spool will switch to the neutral position
and overlap the pump and exhaust lines (f,,=0, f,=0). The switching time of the valve spool is not taken into account, the
discharge and exhaust channels are overlapped simultaneously. The connection of the recuperative volume with the rod
end of the air motor is considered instantaneous.

Considering the data of the assumptions of the cavity, the working medium pressure in the head end of the air
motor will be presented in the following form:

o=/ V) Pams (1.1)
where p,, p.» are current and initial pressure at the time of switching to braking in the head end of the air motor; v,,, v,
are current and initial specific volumes of the head end of the air motor; £ is adiabatic index.
Reduce equation (1.1) dividing it by the area of the air motor piston:
pn:((xﬂn+xm)/(x0n+x))k'pnma (12)
where x,, x,,, x are coordinates: original, brake actuation, and current position of air motor piston, respectively.

At the moment of shifting the distributor on braking, the regenerative and braking volumes are combined; in

this case the compressed air parameters will be determined by the following system (1.3):

bk :p‘v1k (13.1)
(1.3)) wm wm
: ok (1.3.2)
ppeK vpelc =PV

where V., Vyer are specific volumes of the air compressed at the start of braking in the rod end and in the regenerative
air volume; v,, v, are “conditional” specific air volumes in the rod end and in the recuperative air volume; pyum, Ppec: P
are pressures of the air compressed at the start of braking in the rod end, recuperative volume, and in the “combined”
volume, respectively.

We express v;, v, specific volumes in the system of equations (1.3):

k k 8
k k g " 5
p -V :p.v :>p . ﬂ :p. - - :> .8
wm  wm 1 wm | m n
wm wm 2
1 1 %
- N S
k k g
=V {p j =7 {p) (1.4.1) g
wm \" wm 1 <
(1.4) k k 2
14 v 5
k k pex 2 —=
Y =pv_=p : =p:|— = =
peK  pex 2 DeK | m m -
pex pex g
I S
- 1 =
k A =

pek " pek 2 (1.4.2)
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where Vi, Ve, are rod and recuperative volumes, respectively, at the time of the start of braking; V;, V, are
rod and recuperative volumes connected to the “combined” volume; m,,,, M, are air mass compressed in the rod and
recuperative volume at the time of the start of braking; p is pressure in the “combined” volume.

To determine pressure in the “combined” volume, we sum up the equations (1.4.1) and (1.4.2):

k
1 1
n k
me (pmm) Vpek (ppekj
p= — : (1.5)
1 2

(1.6)

where T is temperature of the air compressed under braking in the “combined” air volume; R is absolute gas constant.

The final dependence of the air temperature in the brake chamber of the pneumatic actuator on the initial
parameters of the regenerative volume will be obtained through determining the values of specific volumes in the
equation (1.6) and reducing it to the area of the rod end of the pneumatic motor:

r -.T
wm ~ pex

T:p-((s+xom+h -X) ) (1.7)

ex (s+x, -x)T -p +h T .p
P Ot PR " wm  pex "M pex

where £, is reduced to the rod area of the air motor, recuperative volume; 7, T, T, are absolute temperatures in the
“combined”, rod and recuperative volumes, respectively.

2
d“x
mdtiz:}’n'Fn_P_Pm'Fm (1.8.1)
N k
Yon T Xm 1.8.2
X +x
On i
(302 =) K-+ (ppes
S+Xg9 =X |(Prm )k +hperc | | P pex
02 P P (1.83)  (1.8)
p:
(s+x02+hpe,<—x)
k=1
p k
T, =| " Tyum (1.8.4)
p
n
T,-T
pex
T=p-((s+x, +hpex —X) ) (1.8.5)
L (5 +X0,, = T pex " Pus + M pex - Tus * P pex

The air motor piston movement is described by the equation (1.8.1). The general system of equations for the
braking process of a pneumatic device will have the form (1.8).

Here: m is mass of the working body reduced to the air motor rod; T, is absolute air temperature in the pump
line; T, is initial value of the air temperature in the head end of the air motor at the time of shifting to braking.
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The equations (1.8.2) and (1.8.3) describe the pressure variation, and the equations (1.8.4) and (1.8.5) describe
the temperature change in the piston and brake chambers of the air motor, respectively.

The simultaneous solution of the system of equations describing the braking dynamics of the pneumatic
actuator (1.8) and its acceleration by Runge-Kutta numerical quadrature method [14] enables to study the dependence of
the dynamic characteristics of the pneumatic actuator on the initial parameters of the regenerative volume. The bench
assessment of the characteristic coincidence of theoretical and practical dependences showed satisfactory convergence
[13], which allowed us to test the adequacy of the obtained mathematical model upon the Fisher’s variance ratio. For
this purpose, a two-factor experiment was conducted. The initial pressure and the value of the regenerative volume were
chosen as independent factors. The factors changed according to three levels of variation, which allowed the use of nine
combinations of the factors with three-time replication of each experiment.

The mathematical model is adequate to the practical results obtained through the experimental verification,
since the calculated value of the Fisher’s criterion is 2.67, which is less than the tabulated one (2.7) [15].

The results obtained have enabled to proceed to a computational experiment, which will allow us to determine
rational combinations of the initial parameters of the regenerative volume for the given law of pneumatic actuator
braking and for maintaining high-speed parameters.

Conclusions:

1. A mathematical model that adequately describes the dynamic processes taking place in the pneumatic drive
chambers under backpressure braking with accumulation of the compressed air energy into the recuperative volume is
developed.

2. Mathematical dependences of the pneumatic drive parameters on the initial parameters of the regenerative
volume under backpressure braking are obtained.
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Introduction. Heuristic synthesis is used to improve the effi-
ciency of reception and processing of discrete signals under
aprior information pressure. The analysis of the decision-
making algorithm for the linear-logical processing of discrete
signals in case of the incomplete aprior data on their parame-
ters is presented. The work objective is to develop and analyze
the efficiency of the linear-logical algorithms.

Materials and Methods. New mathematical algorithms for the
signal reception and processing, effective under conditions of a
priori uncertainty, are proposed. They are based on the consid-
eration of the structure of emissions and process exceedance in
the signal processing channels.

Research Results. Linear-logical algorithms for processing
discrete signals are developed. They are based on the consider-
ation of one, two and more detailed characteristics of emissions
or exceedance of random processes.

Discussion and Conclusion. The results obtained can be useful
in the synthesis of algorithms and devices for the signal recep-
tion and processing. Algorithms and devices are implemented
both in an analog form and in the form of algorithms for com-
puters. The simulation programs for the signal processing un-
der conditions of the considerable uncertainty of aprior infor-
mation on the signals and the channels of their distribution are
developed.

Keywords: decision rules, heuristic synthesis, reception and
processing of discrete signals, probability distribution densities,
emissions and exceedance of random processes.

For citation: V.S. Plaksienko. Linear-logical decision-making
algorithm for signal processing. Vestnik of DSTU, 2018, vol.
18, no. 4, pp. 385-391. https://doi.org/10.23947/1992-5980-
2018-18-4-385-391.

Bseoenue. Ins nossimeHus 3G(HEKTUBHOCTH IpHeMa U o0pa-
OOTKH JMCKPETHBIX CHTHAJIOB B YCIOBMAX AeduUIUTA anpHOp-
HBIX CBEAEHHWH INPHUMEHSIOT 3BpPHCTHYECKHMi cuHTe3. [lpen-
CTaBJICH aHAIN3 aJFOPUTMA HPHHATHA PEIICHHs HPH JIUHEHHO-
JIOTUYECKOH 00paboTKe MUCKPETHBIX CUTHAJIOB B CIIydae, eIy
arnpuopHbIe JaHHbIC 00 HX Mapamerpax HenousHbl Lens pa6o-
Tl — TMOCTpOeHHe M aHamu3 dS(QGEKTUBHOCTH JIHHEHHO-
JIOTHYECKUX aITOPHTMOB.

Mamepuaner u memoowi. Tlpennoxens! 3pHeKTUBHBIE B yCIIO-
BUSIX alpHOPHOI HEOIPEAeNICHHOCTH MaTeMaTHYeCKHe airo-
pUTMBI IpHeMa U 00paboTku curHainoB. OHH OCHOBaHBI Ha
ydeTe CTPYKTYpbI BEIOPOCOB M TPEBBILICHHIT POIIECCOB B Ka-
Hasax 00paboTKy.

Pesynomamur uccneoosanus. Co3naHbl JMHEHHO-IOTHYECKHE
ITOPUTMBI 00paOOTKN TUCKPETHBIX CUTHATIOB. OHM OCHOBAHBI
Ha ydyeTe OAHOH, IBYX M 0ojee NETalbHBIX XapaKTEPUCTHK
BBIOPOCOB MJIM MIPEBBILICHHUH CIIyYailHBIX IPOLIECCOB.
Obcyscoenue u 3axntouenus. ToydeHHbIE pe3yIbTaThl MOTYT
OBITH IMOJIE3HBI B IPOLIECCE CHHTE3a aJrOPUTMOB U YCTPOHCTB
npueMa U 0OpabOTKM CHUTHAIOB. AJTOPUTMBEI M yCTPOMHCTBa
peanu3yeMbl Kak B aHAJIOTOBOM BHJIE, TaK M B BHIE aJTOPUT-
MoB 1 OBM. Co3maHbel mporpaMmbl MOJAENUPOBAHUS NPH
00pabOTKe CHTHAJIOB B YCIOBHSAX 3HAYUTEIHHON alpHOPHOH
HEOIPEENeHHOCTH MH(POPMAIMKM O CUTHAJIAX U O KaHaJax uX
pacIpoCTpaHEeHUs.

Kniouesvie cnosa: pemaronye MNpaBuia, SBPUCTHIECKUN CHH-
Te3, MpUeM M 00paboTKa JUCKPETHBIX CUIHAJOB, INIOTHOCTH
pacrpeneneHus: BepOsSTHOCTEH, BEIOPOCH! M TIPEBBIIICHUS CIIy-
YalHbBIX [IPOLIECCOB.

Ooépazey ona yumuposanusn: Ilnakcuenko, B. C. Jluneiino-
JOTHYECKUN aJTOPUTM MPHHATHS PpEIICHHS Tpu 00paboTke
curnanos / B. C. [Tnakcuenko // Bectauk J[oH. roc. TexH. yH-
Ta. — 2018, — T.18, Ned4. — C.385-391.
https://doi.org/10.23947/1992-5980-2018-18-4-385-391.

Introduction. Heuristic engineering synthesis of nonparametric decision rules is used to optimize sig-
nal processing under conditions of considerable a priori uncertainty. This procedure is based on the analysis of

" The research is done within the frame of the independent R&D.
" E-mail: vsp46@mail.ru
" PaGoTa BBIIONHEHA HA OCHOBE MHUIHATHBHOK HHP.
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the emission parameters of random processes at the output of the demodulator of the receiver of discrete signals
[1-7]. The emission theory is of considerable use in the engineering practice. However, the analysis of regulari-
ties and detailed characteristics of emissions is a complex analytical task even at a constant or slowly varying
threshold. In the course of the analytical approach, relations are obtained that lead to nonconvergent series,
which explains the absence of physically meaningful results.

At present and in the near future, the use of discrete multiposition signals is promising. They include discrete
address systems, multiple telegraphy systems (frequency telegraphy, multiposition frequency telegraphy), and systems
with D and E codes in which elementary parcels of 7. duration at one or different frequencies are transmitted seri-
al/parallel in time [5, 8—10 ].

When receiving binary signals at the resolver input, two random processes occur, and the decision procedure is
reduced to the problem of statistical hypothesis testing. It is necessary to determine which random process (of the com-
pared ones) has more energy on the observation interval. In this case, the decision-making procedure can be reduced to
comparing the difference signal value at the receiver output with a constant zero threshold. Hence, it is necessary to
compare at least two random processes (at the best case, a random process from the output of the receiver of discrete
signals at a slowly varying threshold is analyzed).

Statistical testing of hypotheses is reduced to the analysis of the mutual exceedance of two or more processes.
The analytical presentation of this problem is cumbersome, and it does not provide engineering solutions [1, 11-15].
Heuristic synthesis and computer-based statistical modeling enable to obtain significant engineering applications.

When receiving multiposition signals, the following can be simplified:

- their spectra S ( f);

- amplitude-frequency characteristics (AFC) of the filters of K (f) receivers (Fig. 1).

Fig. 1. Frequency response of filters

K@y s

A linear receiver of multiposition signals should have:

- common intermediate frequency amplifier (IFA),

- general decision making circuit (DMC).

Sets of separation filters (see Fig. 1) and amplitude detectors (AD) are also required. The analysis of such re-
ceivers shows [1] the following: the greater the number of m signal locations, the lower their immunity. Requirements
for the frequency response of filters (see Fig. 1) are quite rigid. AFC should not be overlapped to ensure frequency or-
thogonality. In this case, the noise at the filter outputs will be independent. There should be no overlapping regions be-
tween the AFC filters tuned to f; frequencies (see Fig. 1). The AFC form should have a flat area in the neighborhood of
the resonant frequency, so that the signal spectra are not distorted.

Some existing contradictions should be observed. Thus, narrowband filters limit the operating speed. In case of
signal depression and the Doppler effect, the degradation of quality and even failure of communication may occur.
Broadband filters lead to the interpenetration of the signals of the neighboring frequency channels, i.e. the orthogonality
is violated, and, accordingly, the reception quality decreases.

The procedures at the filter outputs of the adjacent channels in the signal detection and processing systems are
characterized by the statistical relationships that increase with extending the mutual overlapping of the signal spectra or
AFC filters. A detailed examination of the frequency-sharing procedure shows that we can speak of pairwise dependent
workflows in the frequency co-channels when processing multiposition signals in the case of the overlapping AFC fil-
ters. This is of particular importance when used to optimize the reception of multiposition signals of nonlinear or linear
logic procedures [1, 11-14].

Research Objective. Under conditions of considerable prior uncertainty, the signal frequency is known with
limited accuracy, and the range of variation of the elementary symbol durations can change up to a thousand times. Ad-
ditional requirement is real-time operation. For simplicity, we will restrict ourselves to the case of processing binary
signals.

2
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Decision algorithm synthesis. In papers [1, 11-13], some features of processing discrete signals under condi-
tions of a considerable prior uncertainty of the information about a symbol duration are considered. The problem can be
solved through the linear procedures by parallelism of the decision algorithm. The problem becomes more involved
through increasing the required accuracy and expanding the variation range of the elementary symbol duration.

Under such conditions, the use of the adaptive procedures requires significant amount of time to adapt; either it
is almost unrealizable due to high prior uncertainty. Let us analyze the possibilities of the heuristic synthesis of the al-
gorithm based on the statistical properties of the mutual exceedance of two or more random processes [1, 11-12].

Consider a broadband reception with integration or filtering after the detector, when AfHT >>1 (Afrl is fir is the
receiver bandwidth, 7 is the duration of the elementary symbol). In this case, the counts of the process at the resolver
output can be considered near-normally distributed. The expectation and dispersion of this process are determined by
the relations [4]:

AM[x] = Mx,] — M[x,], D[x] = D[x] + D[x;].

The probability of erroneous reception is calculated from the formula [1-3, 12]:

P=%[1—q>(a)].

2 P , N
Here @(a) = \/:I exp(—%)dx is Kramp function; o = is ratio of the constant component to
n 0

AM_ R
VD \[2v2A 1T IR

2
. . a . . . . .
the effective value of the variable; 4> = 97 is ratio of the signal element energy to the noise spectral density, where a
v

is the signal normalized amplitude, and V? is the noise spectral density.

When processing discrete signals under these conditions, only non-parametric decision algorithms can be used.
The statistical characteristics of emissions of random processes are interesting themselves: #; duration of the emissions
(exceedance), Ty duration of the intervals between emissions, &, values of emission maxima, etc. [3]. The optimization
decision algorithms can be based on one of the detailed characteristics, for example: the crossing threshold number dur-
ing the observation period, the duration of the threshold crossing intervals, etc. It is necessary to determine the informa-
tive features of such detailed characteristics of the mutual exceedance of random processes. Technically realizable en-
gineering metering data will optimize the algorithm for receiving and processing signals under the specified conditions.

In the context of energy, the greatest accuracy under the conditions of considerable prior uncertainty will be
ensured by the consideration of Sy; areas of mutual exceedance (within the energy limit). However, to implement it in
real time algorithmically and a fortiori technically is difficult.

The concept of emissions is a special case of the concept of mutual exceedance for two or more processes, in-
cluding random ones. When processing binary signals, the problem of analyzing the emissions of the difference process
with respect to the zero threshold is set. It is adequate to the task of analyzing the mutual exceedance of two envelope
processes in the signal processing channels [3, 11].

To optimize the decision-making problem in real time, it is advisable to simultaneously consider two or more
detailed characteristics of emissions, for example, the duration and exceedance value. The product of the duration by
the level (amplitude) of the exceedance is an evaluation of the exceedance area (considering the shape factor of the ex-
ceedance) [11].

We use two detailed characteristics.

1. g relative level of excess:

q =X; (t)/ X; (f), where X; (¢) and X; (¢) are the analyzed processes.

2. O relative duration of excess:

® =t / T, Where T is the correlation interval of the processes at the output of the linear part of the receiver
determined by its passband.

To consider these characteristics in combination is not so hard technically.

Joint consideration of these characteristics is relatively not difficult. CoBmecTHbII yueT yka3aHHBIX XapaKTepH-
CTHK TEXHUYECKU CPABHUTEIBHO HE TPYICH

At the same time, its reliability is close to the indicators obtained allowing for Sy areas of exceedance. Consid-
ering the meaning of the term “excess”, g should be greater than 1, therefore in a binary situation, when forming two-
parameter distributions, ¢ is determined by the relation [11]:
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)Cl_(t)§ X )= xz(t)§

g=10 M
x2 .
() ; X, (1) 2 x,(2).

This approach allows us to analyze the multiparameter distributions of mutual excesses of two or more random
processes.

To improve the quality of decision-making, it is necessary to reduce the total number of mutual exceedance of
processes. This follows from the analysis results of the two-dimensional laws of the mutual exceedance distribution of
the signal-noise mixture envelope and noise envelope [11]. It is necessary to transform the processes in such a way that,
without disturbing the likelihood ratio, to obtain the two-dimensional distribution forms, easily distinguished by the
resolver [12].

Both problems are solved using a modified combined addition algorithm [1, 11, 14]:

Xin () = [X1() — K Xon (0] 1[X1(2) — K X5 (9],
2)
Xon () = [X2() — K Xin(0)] 1[X>(0) — K X, (9],
where K is a coefficient taking values from 0 to 1; 1 [Z(f)] is a single step function, with 1 [Z(#)] =1 for Z(#) > 0 and 1
[Z (t)] = 0 for Z (¢) <0.

The spectra of the Xy () and X, (f) processes formed after processing by the algorithm (2) are extended. They
should be limited to the width of the spectra of the initial information processes X, () and X, (z).

The value of K determines the implemented modifications of the algorithm and devices of the combined addi-
tion. We are talking about the algorithm of mutual transformation, the method of combined addition, the cross-blocking
system [1, 11].

When K = 1, only the fact of the process exceedance is taken into account of all the detailed characteristics of
the exceedance. The auto-selection algorithm is implemented when the diversity technique is used [4], and the mutual
conversion — under decision making [11].

When K = 0.414, both the fact that one process is exceeded by another, and the level of ¢ excess are considered
[4]. The combined addition is implemented in the diversity reception. When 1 > K > 0, not only the fact of excess, but
also ¢ level of excess is taken into account. The modified method of combined addition is implemented under making
decision.

Linear-logical procedures implemented as a result of heuristic synthesis enable statistically to transform the
original random processes. When K = 1 in (2), auto-selection of processes is realized in time. Temporally continuous

processes (Fig. 2, a) turn into sequences of pulses with X" () and X\"(#) random amplitudes (Fig. 2, b and 2, c).
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1]
X3

Fig. 2. Combined addition at K=1

In Fig. 2, d, the difference processes are presented: Z = X; — X, without processing and Z" =x," — x," after
processing according to rule (2).
Density of probability distribution of X" () and X" (¢) processes:
W (x) = A3(x) + W, (0)F, (x) (3)
W, (x) = A,8(x) + W, (x)F, (x). “)
A, and A, coefficients are determined from the normalization condition:
A =1=[ W (OF, (x)dx, )
4y =1= [ W ()F (x)dx, (6)

where F(x) and F,(x) are cumulative distribution functions.
From the consideration of Fig. 2, a - 2, ¢, it follows that X" (z) and X!"(#) processes are equal to zero for

some time. Therefore, their " (x) and W."(x) probability distribution densities will contain O(x) delta functions

(Fig. 3).
W4 W s

Aabilx)

e ¥

a) b)
Fig. 3. Density of probability distribution of processes
Fig. 4 shows the probability distribution density of difference processes W (z) without processing according to

rule (2) (Fig. 4, @) and W,V(Z) after processing (Fig. 4, b). Here, A is the erasing zone of the resolver.
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Fig. 4. Density of probability distribution of Z(f), Z (¢) processes

In accordance with Fig. 2, b and 2, ¢, the processes after treatment according to rule (2) are impulsive. Their
spectra will be broader than the spectra of the source processes. Thus, processing according to rule (2) does not lead to
an increase in the quality of reception, but only improves the threshold properties [11-12, 16].

Their spectra will be broader than those of the source processes. Thus, processing according to rule (2) will not
lead to an increase in the reception quality, but it will only improve the threshold properties [11-12, 16].

A full treatment procedure includes two operations:

- linear-logical operation according to rule (2) (it is pertinently non-linear, since there appear components in
the spectrum that were not at the input);

- filtering.

Filtering considers the second parameter of ® exceedance — relative duration. The expanded spectra of pro-
cesses remain within the boundaries specified under the formation of X (f) and X,(¢) source processes (see Fig. 2, a).

Processing according to rule (2) can repeat depending on the variation range of the duration of the expected
signals and reception conditions [12]. In this case, the values of K parameter are different, they are always less than 1,
and increase in the subsequent processing cycles.

Problems of the automatic frequency control are solved more efficiently when using devices that implement
linear-logical processing [14, 17-18]. Locking and retention bands are extended by low-end techniques. Certain param-
eter stability of the automatic frequency control under the additive interference is provided.

Research Results. The results of studying the algorithm (2) in case when signals are dependent are beyond the
scope of this paper. However, the data already obtained have shown the algorithm efficiency up to the values of the
cross-correlation coefficients of p = 0.5-0.6 processes. This is in good agreement with the results of solving the tasks of
the diverted reception [2—4]. Algorithms of the modified combined addition of signals are effective both under the di-
versity technique, and in decision-making problems. Yet, the consideration of their implementation features is beyond
the scope of the paper.

Thus, the optimization of the decision-making procedure for processing discrete signals under conditions of
considerable prior uncertainty can be performed on the basis of non-parametric algorithms with the heuristic considera-
tion of the detailed characteristics of mutual exceedance of random processes. More detailed characteristics complicate
the algorithm. Still, it is this algorithm that provides greater invariance in terms of noise immunity under varying the
duration of the expected signals. The synthesized algorithms can be implemented in the form of additional processing
procedures on a computer, and technically — in the form of analog devices [14, 19].
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HagexHocTh AeTalieii B HePeMOHTHPYEMbIX y3J10B NPH NPOEKTHPOBAHUH MALIMH

0. I1. Manbums', E. ¥0. Manbpmmna®”

"2 [ToHcKoit roCyIapCTBEHHBII TeXHHUYECKHUIT yHUBEPCHTET, T. PocToB-Ha-Jlony, Poccuiickas denepanus

Bseoenue. B cratbe paccMaTpHBAIOTCS BOIIPOCHI HOPMHPOBAHHMS
HoKa3aTeNell HaJe)KHOCTH Ha PAaHHMX CTAAUAX IPOCKTHPOBAHUS
MarinH. Takoil moaxojx obecredrBacT COONIOCHHE 3aJaHHOTO
YPOBHS HAJEKHOCTH HPH pa3paboTKe AeTayield, KPUTHYHBIX C
TOYKU 3peHHUs CTaOWiIbHOM SKcrutyaranuu. Llenap paborsr — wc-
cleZioBaTh INPOOJEMbl NPOSKTHUPOBAaHMS B yKa3aHHOW cdepe.
AHanu3 METOJI0B HOPMHUPOBAHUS HAIEKHOCTH IIO3BOJIAET yTBEp-
JKIIaTh, YTO X HEJOCTATOYHO JUIs IpOoeKTHpoBanus. Kpome Toro,
OTMEYEHBI MPOTHBOPEUYHS, CBS3aHHBIE C UCIOJIb30BAHUEM B IPO-
CKTUPOBAHHUH YKCIIOHCHIMAIBHOTO 3aKOHA HAJIC)KHOCTH.
Mamepuanet u memoowi. Ha cTamum TEXHHYECKOTO 3alaHus
OIIpeJiesIeHbl YHUCIICHHBIC 3HAUCHUs HapaOOTKH M 0E30TKa3HOCTH
MaIlHHBl. 3aTeM 3HAUYCHHs BEPOSTHOCTEH Oe30TKa3HOW pabOThI
WM OTKAa30B CHCTEMBI M €€ 3JIEMEHTOB IPEICTABICHBI CTEIICH-
HBIMH BBIDQKCHHSAMH. B HHX CTEIEHH SIBJIAIOTCS MapameTpamu
PaH)KMPOBaHUS MOKa3aTeseld Oe30TKa3HOCTH 3JIEMEHTOB CHCTE-
MBI.

Pesynomamor  uccnredosanus. CHUHTE3UPOBAH albTEPHATHBHBII
HO/IX0J] K HOPMHUPOBAHHIO, KOTOPBIH MO3BOJIAET BHIIOJHUTH MOJI-
HBII CTPYKTYPHBII aHaIIN3 npoekta. Takum 00pa3oM, MOTYT ObITh
OLICHEHBI II0KA3aTeIX HaJIeKHOCTH BCEH CHCTEMBI MJIM JETallei,
6€30TKa3HOCTh KOTOPBIX ONpENENsIeT HAICKHOCTh MallinH. Jlera-
JIM ¥ JPYTHE DJIEMEHTBHI, OTKa3bl KOTOPHIX HE BHE3aIHbI, paccMar-
puBaloTCs 03 NPUMEHEHWs SKCIOHEHIMAIbHOTO 3akoHa. [Ipu
9TOM COXPAHSCTCSI CBOMCTBEHHAs €My IIPOCTOTA MAaTEMaTHYECKHX
onepauuii.

Ob6cyarcoenue u 3aknouenus. JIs TPOSKTUPOBAHUS C 3aaHHBIM
YPOBHEM HaJIeKHOCTH HEIOCTATOYHO YHMCIIOBOTO 3HAUCHUS BEPO-
STHOCTH Oe3oTka3Hoi pabotsl (BBP) MamiHe! B 1menoM, npuHu-
MaeMoro Ha CTaJuHM TEXHHYECKOro 3agaHusi. HeoOXoaumsl Tpe-
O6yembie BBP 1 HapaGoTKu 3JIEMEHTOB CHCTEMBI, KOTOPBIC SIBIISI-
IOTCSl ICTOYHHKAMU OTKA30B, Pa3BHUBAIOLINXCS [0 Pa3sHBIM 3aKO-
HaM. [lony4eHHBIE pe3yJabTaThl MOTYT OBITH HCIIOJb30BaHbl KaK
IPH IPOSKTUPOBAHUN HOBBIX MEXaHUUECKUX CHUCTEM C 3aaHHBIM
YPOBHEM HAJIKHOCTH, TaK U IPH MOJCPHHU3AINH MAIIIKH.

KiroueBrbie ciioBa: HaJACKHOCTb, BEPOATHOCTD, 6€3OTKa3HOCTb,
Hapa60T1<a, MalrHa, TCXHUYCCKass CUCTEMA, DJICMCHT.
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Introduction. The issues on standardization of reliability indices
in the early stages of machine design are considered. This ap-
proach maintains the target level of reliability when developing
parts that are critical in view of stable operation. The work ob-
jective is to study design problems in this area. The analysis of
the reliability regulation methods suggests that they are insuffi-
cient to design. Besides, there are some contradictions associat-
ed with the use of the exponential failure law in design.
Materials and Methods. At the stage of the task order, the nu-
merical values of the operation time and reliability of the ma-
chine are determined. Then the values of the reliability probabil-
ities or failures of the system and its elements are shown by
exponential expressions. In them, degrees are the ranking pa-
rameters of the system reliability indices.

Research Results. The alternative approach to normalization is
synthesized; it enables to complete a full structural analysis.
Thus, the reliability indices of the entire system or parts, whose
operational safety determines the machine reliability, can be
assessed. Parts and other components, whose failures are not
sudden, are considered without using the exponential law. This
preserves the inherent simplicity of mathematical operations.
Discussion and Conclusions. The numerical value of the relia-
bility probability (RP) of the machine as a whole, taken at the
stage of the task order, is insufficient for the reliability target
design. The specified RP and running time of the system ele-
ments, which are sources of failures developing according to
different laws, are required. The results obtained can be used
both in designing new mechanical systems with the reliability

target, and in the modernization of machines.

Keywords: reliability, probability, failure-free performance,

running time, machine, technical system, element.
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Introduction. The conditions for launching mechanical products into manufacture and the unified system for
design documentation (ESKD) [1-2] require considering the following engineering systems (ES) reliability parameters
under the machine designing:

- durability - calendar time (77%));
- reliability - probability of failure-free operation P() ...);
- lifelength ¢ = T hours (probability of failure-free operation should be guaranteed for this period).

The given factors characterize the machine as a whole and are coordinated at the stage of the technical specifi-
cations (TS). The developer should affect the failsafety, which is the key feature of the reliability of nonrecoverable ES
and forms the durability of the restorable ES during the workover intervals.

t lifelength is the argument of P(¢) reliability function. By any law of reliability, P(f) monotonously decreases
with increasing ¢. In virtue of this, to achieve the required reliability probability (RP), the lifelength must be efficiently
minimized and selected according to the ES behavior [3].

Parts and nonrepairable products, being worn out, determine the time between failures (TBF). Ideally, the TBF
of the elements should be the same or at least be a multiple of the selected ES lifelength. In this case, 7 calendar time
and the required 7 lifelength are related as follows:

T=T,365K,,-24-K,,, -1IB, u, (1)

wher T is calendar life in years; K., is the coefficient of ES possible use p.a.; K., is the coefficient of ES use per day;
11B is duty factor, which is the average ratio of on-time (acceleration time and steady-state motion time) to the ES work-
cycle time.

High RP is possible while reducing the required lifelength. If it needs to be significantly increased, failsafety
will have to be maintained as follows:
- to perform maintenance more often;
- to budget disadvantage costs for ensuring the quality of products when designing key elements [4, 5].

The project RP can be selected from existing industry standards, from competitive conditions, and on other
grounds, including the conventional reliability categories adopted for the engineering products (Table 1).

For citation: Yu.P. Manshin, E.Yu. Manshina. Reliability of
parts and unrestorable components in the machine design.
Vestnik of DSTU, 2018, vol. 18, no. 4, pp. 392-400.

Table 1
Reliability categories of engineering products
Reliability category 0 1 2 3 4 5
RP acceptable value P(¢) <0.9 >0.9 >0.99 >0.999 >0.9999 1

When considering the reliability categories, the following groups of the ES characteristics are taken into ac-
count [3, 6, 7].

1. According to the structural type of products. Technological complexes, machines, units, mechanisms and hi-
erarchy (levels) of their assembly units and parts are considered. Under the sequential component interaction in most
machines, the RP grows with the transition to the lower levels of the reliability structure diagram. Then the RP of the
details under the structural analysis may approach the indices of 3-5 reliability categories.

2. According to the ES types. The projected level of RP directly depends on the level of the manufacturer’s re-
sponsibility before the ES consumer. Undoubtedly, the highest level of RP is planned, for example, for aircraft, chemi-
cal machinery, medical equipment, military equipment, etc.

3. According to types of failure effects. The projected level of RP directly depends on the potential damage
level in case of a machine failure (economic, environmental, reputational, etc.).

It is generally accepted [5, 6, 8-13] that the ES failures are presented as sudden. In this case, the RP is de-
scribed by the exponential law

P(ty=e". 2)
Here, ) failure rate in the period of normal operation after run-in is associated with 7" mean time between system fail-
ures

A=1/T (€))
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with failsafety parameters

A=(InP()/T. 4)
From here, the ES mean time between failures (MTBF) can be calculated
T=-T/(InP(T)). (5)

This algorithm for forming the ES reliability parameters has both protagonists and opponents [7, 10, 14]. Do
all failures occur suddenly? How correct are the ES reliability parameters (3) - (5) arising from the exponential law?

How correct are the ES reliability parameters (3) - (5) arising from the exponential law? These questions arise
when determining the failure rate (4) and the corresponding ES RP (3) regardless of the estimation technique:

- according to specified 7 lifelength and P(T") RP;

- on TMTBE;

- according to 7 test results.

In the literature, structural analysis of the ES reliability of the ES, which transform the input effect (IE) into
output parameters (OP), is usually referred to as a bottom-up network analysis from the RP components to the RP sys-
tems. Herewith, the following schematic structures are considered: sequential (Fig. 1, a), parallel (Fig. 1, b), and com-

bined (Fig. 1, ¢).
BE>fn. 1] >[zn. 2]>[en. 3]> .. >[ani |> .. >[zn. n]>EN
a)
%B

|3J‘|.1| |3J‘I.2‘ ‘311.3‘ ‘Sﬂ.j‘ |3J‘|.m‘
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Fig. 1. Schematic structures of ES reliability under various types of component
interaction (BB=IE; BII=OP)
Under the sequential interaction of the ES components (see Fig. 1, a) whose failures are independent, the ex-
ponential law (2) represents a convenient mathematical model. If P(?) system RP and components - P (¢) subsystems are

in the ratio

Po=]1r0, (6)
i=1
then the failure rates of A system and A; subsystems are in the ratio
A=)1, (7)
i=1

and they are ranked depending on the accepted principle of intensity distribution over the components.

A hierarchical schematic structure developed from the nested levels of subsystems and components [3, 6, 8—
12] enables, selectively or throughout the structure, to perform a top-down analysis [3, 9] (from ES RP to RP of compo-
nents). The required values of the RP of components along with the required lifelength are the initial data for designing
parts with the specified reliability level [15, 16].

The top-down analysis algorithm based on (2) enables to distribute the intensities and RP components over all
nested levels of the schematic structures with equal success. This is the case for radioelectronic systems [10, 11]. But at
the level of the mechanical system components [3], a contradiction arises: it is impossible to apply the exponential law
if the development of degradation failure proceeds according to another law. The system failure will occur as a result of
the sequential interaction not related to the exponential law. All the while, the development of a schematic structure for
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the ES reliability has sense if it serves as the basis for designing parts and selecting standardized components with the
required RP for the selected lifelength.

When analyzing ES RP with parallel component interaction (see Fig. 1, b), the following conditions are con-
sidered:

- components are constantly on,

- their failures are independent,

- each of m components has P (7) RP,

- each of the m components is able to accept an input effect and convert it into an output parameter of the ES
(see Fig. 1, b).

In this case, the ES failure will occur after the failure of the last functional component. The probability of sys-
tem failure through the component failure probability:

FO=]]F 0. ®)
j=1
From the property
P+ F()=1 ©)
The system survival probability through the component RP:
P@y=1-[[01-P,®)]. (10)
j=1
For homogeneous components
P(=1-[1-P(1)]". (11)

If the goal is to provide the specified ES RP, and homogeneous redundant components are taken into account,
then using the expression of the exponential law (2) gives a simple failure rate calculation of components or m number
of components only in the ratio (11). For more complex relations (10) and combined structures (see Fig. 1, c), examples
using the exponential law are not given.

Simple division into components is impossible in respect to complex structures with multidirectional compo-
nent interaction with dependent failures. Performance and reliability parameters should be determined for the system as
a whole, and in this case, it may be necessary to carry out a large amount of analytics and experimental works. A graph-
ic representation of such diagrams [7, 9] is accompanied by a reference to the complexity of the functioning model and
the cumbersome reliability calculations (for example, a complex closed interdependent operation of IC engine units or
of jet engine).

Main Part. For the design ES implementation under any kind of interaction, it is necessary to produce parts
that make up the assembly units, and then — functional modules (mechanisms, units, power boxes, control modules,
etc.). The modern modular principle of building machines provides for modular operations: development, assembly and
debugging, modification and modernization, repair, replacement, etc. Parts and other components are at the lower level
of the hierarchical design system consisting of nested blocks. Using it as a reliability structure diagram, it is necessary
to find the criterion for RP distribution over components. We should consider not P (¢) function, but its numerical value
P(T). In this case, it is possible to substitute the specified T lifelength, and to use it under the distribution of the RP nu-
merical values over components as the replacement cost criterion for base units in the event of their failures. The re-
placement cost may include:

- costs of materials used for the repair, products, diagnostics and repair work;

- failure effects estimated in money equivalent (renewal of other damaged components in case of dependent
failures, ES idle time losses, insurance compensation for repayment, etc.).

This study objective is to develop a top-down analysis method for reliability structure diagrams, which elimi-
nates the above-mentioned contradictions. The ES reliability structure diagram should be a tool for the distribution of
component RP for the specified ES RP in the initial stages of the project. Then the selected lifelength and the balanced
component RP will be the initial data for the design with the given reliability level. For this, the structure diagram
should meet a number of requirements.

1. The structure diagram should be based on the construct structure. This will simplify complex functional com-
ponent relationships.

2. The structure diagram should contain a mathematical reliability model available for calculations in the early

stages of the project.
3. The reliability model of according to the structure diagram should be based not on the exponential law, but on-
ly on the fundamental reliability properties of the technical objects and systems (6), (8) - (11).
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4. The criterion for ranking the component RP should be the cost of the component renewal in case it fails. It can
be considered as a monetary equivalent of compensation of damage from failure.

5. The top-down structural analysis should be applied equally efficiently for both sequentially interacting and re-
dundant reliability diagrams, as well as for the combined ones.

Alternative representation of numerical value of object RP. While ¢ time has P(¢) value of the reliability
function argument, it is a function decreasing by any of the known laws or obtained statically. After selecting the re-
quired ¢ = T lifelength, RP receives P(t) = P(T) value within 0 < P(T) <1 limits. Such a value can be represented in a
variety of ways from which the exponential expression is selected

P(T)=B". (12)
X determined by the ratio
X=Ig(P(T))/IgB. (13)
Taking the base value of B = 10 degree, we obtain the expression of the numerical RP value:
P(T)=10", (14)
from which
X=I1g P(T). (15)

X exponent is called the ranking parameter of the ES RP. In the annex to the system components, X, exponents

are also referred to as the ranking parameters of the component RP. Further in this presentation, “the simplest and most
important case” [13] of the system reliability is considered.

ES component RP under their sequential interaction. Consider the ES reliability structure diagram with the
sequential component interaction (see Fig. 1, a) whose failures are independent. In this case, the system failure under
the failure of any of n components at # = T time is expressed through the component RP according to (6):

P =BT,

In (6), product can be obtained by a variety of P(7) combinations and types of their presentation. Applying
(14) for the numerical values of P(T") system RP and its components, P(T)=F, (I')x P, (T)x...x P (T) product can be
represented as follows:
10" =10 x10%% x...x10™"
whence the connection between the system ranking parameter and the components:
X=X +X,+.+X,. (16)
From the set of X, possible combinations in (16), those ones following from C, renewal costs of failed com-

ponents are selected. At this, components with a higher renewal cost should have larger P(¢) RPs. That is, at the cost of

Ci, Cy, ..., C, components restoring, the set of 1/C,, 1/C,, ..., 1/ C, inverse values should be associated with the set
of X,, X,, ..., X, components’ ranking parameters.
The indicated ratio can be written as sums
L 1
C C C.
1= 11+ 21+..+ ”1,
X X X
G G G
in which the accepted conditions for X, ranking parameter are obtained from the termwise equality of the summands:
1
Ci

The right-hand side of this equality is called the “weight coefficient of the renewal cost of sequentially interact-
ing components™:

a.

i

1
C
=— 17
5 T a7
Ci
X, ranking parameter values that meet the ranking condition:
X, = Xa, . (18)
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The unit of measuring the renewal cost does not matter, since the cost relations are used in (17). The top-down
analysis of the ES component RP with sequential interaction is considered in Example 1. The system presented below
contains three components for simplicity. However, any number of components is possible for the algorithm based on
(14-18).

Example 1. Calculation of the ES component RP with sequential interaction (see Fig. 1, a). Initial data:

- system RP: P(T)=0.9;

- number of components: n = 3;

- renewal costs of components (in c.u.): C; =5000, C, = 3000, C; = 2000.

Ranking parameter for ES RP (15): X = Ig P(T) = lg 0.9 =-0.04576.
The results of the step-by-step calculation of the component RP are presented in Table 2.

Table 2
Calculation of ES component RP with sequential interaction
Object C,cu. 1/C, a (17) | X, (18) P(T) (14)

ES —0.04576 0.9
Component 1 5000 0.0002 | 0.193548 | —0.00886 0.979814
Component 2 3000 0.000333 | 0.322581 | —0.01476 0.966584
Component 3 2000 0.0005 | 0.483871 | —0.02214 0.950297

Checksums and >asc) > q, > X, P =] B
products 0.001033 1 —0.04576 0.9

ES component RP under their parallel interaction. Consider the following case: system crash under the
failure of all elements with F(T") probability at # = 7 moment of time corresponding to the selected lifelength. Then, the
basic property of parallel component interaction (see Fig. 1, b), according to (8), is expressed through F,(T') compo-

nent failure rate:
F(D)=]]F ().
j=1

Taking by the analogy with (14)
F(T)=10", (19)

where Y is determined from logarithmic equation /g (F(T)) = Y Ig10:
Y=Ig F(T). (20)

Y exponent is called the ranking parameter of the ES failure rate. When engaged the system components, Y,

exponents are called the ranking parameters of the component failure rate. The conditions (8, 19) can be represented by
10° =10" x10"* x...x 10" product, whence

Y=Y +Y,+..+Y . (21)

From Y, set of possible combinations in (21), those ones following from C; renewal costs of failed compo-

nents are selected. At this, components with a higher renewal cost should have lower failure rate (which also means
large RP). That is, at the cost of C,, C,, ..., C, components restoring, the set of C,C,,...,C, costs should be associat-

ed with the set of 1,,7,,...,Y exponents.

The indicated ratio can be written as sums
1=7+7+...+7'" ul= ZClC + ZCZC +ot Z(:j”é .
J J J
Here, the selected conditions for the exponents at Y, are obtained from the termwise equality of the summands:
Y, C.

—_ = J .
v
The right-hand side of the equality is called the “weight coefficient of the renewal cost under parallel compo-
nent interaction”:

b =t 22)
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Y; ranking parameter values fitting the above relation:
Y, =Yb,. (23)
The top-down analysis of the failure rate and ES component RP with the parallel component interaction is con-
sidered in Example 2. The system contains three components.
Example 2. Calculation of the failure rate and ES component RP with parallel interaction (see Fig. 1, b). Initial
data:
- system RP: P(T) =0.9;
- component number: m = 3;
- component renewal costs (in c.u.): C, = 5000, C, =3000 u C, = 2000.
We calculate the system reliability indices. System failure probability from (9):
FT)y=1-P(T)=1-09=0.1.
Ranking parameter values for the system failure probability from (20):
Y=IgF(T)=1g0.1=-1.
The results of the step-by-step calculation are presented in Table 3.

Table 3
Calculation of ES component RP with parallel interaction
Object C,,cu b, (22) Y; (23) F, = 107 P(T)=1-F(T)

ES -1 0.1 0.9
Component 1 5000 0.5 0.5 0.316228 0.683772
Component 2 3000 0.3 -0.3 0.501187 0.498813
Component 3 2000 0.2 0.2 0.630957 0.369043

Checksums and > C > b, v, |FM=]]F.@ | PT)=1-]](-P(T))
products
10000 1 -1 0.1 0.9

Example 3. Probability calculation of the nonfailure operation of the combined ES components (see Fig. 1, ¢).

Initial data:
- number of sequentially interacting subsystems: n = 3;

- number of parallel interacting elements of SS 3: m = 4;

- system RP: P(T) =0.95;

- renewal costs of subsystems (in c.u.): C, = 5000, C, =8000, C, = 12000,

- renewal costs of parallel component interaction (in c.u.): C;, =3000, C,, =4000, C,, =5000, C,,

= 6000
We calculate the system reliability indices. Ranking parameter for ES RP from (15):
X =1g P(T) =1g 0.95=-0.022276.
The results of the step-by-step calculation are presented in Table 4.

Table 4
Calculation of ES component RP with sequential interaction
Object C,cu. 1/C, a, (17) X, (18) P(T) (14)
ES —0.022276 0.95
Subsystem (SS) 1 5000 0.000200 0.489796 —0.010911 0.975190
SS2 8000 0.000125 0.306122 —0.006819 0.984421
SS3 12000 0.000083 0.204082 —0.004546 0.989587 <
Checksums and >a/c) > q, > X, P =[] BT
products 0.000408 1 -0.022276 0.95
" 4 — subsystem selection mark for further top-down analysis.

From Table 4, RP of the SS 3 subsystem: P3;(7') =0.989587. Failure rate of SS 3 (8):
F,(T)=1-P(T)=1-0.989587 = 0.010413 . The ranking parameter for the failure rate of SS 3 (22):

Y =1g F,(T) =1g0.010413 = —1.982407 .
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The results of the step-by-step calculation are presented in Table 5.

Table 5
Calculation of SS 3 component RP with parallel interaction
Object C;,cu b, (22) Y, (23) F, =10" P(T)=1-F/(T)

SS3 —1.982407 0.010413 0.989587
Component 3.1 3000 0.166667 —-0.330401 0.467303 0.532697
Component 3.2 4000 0.222222 —0.440535 0.362631 0.637369
Component 3.3 5000 0.277778 —0.550669 0.281405 0.718595
Component 3.4 6000 0.333333 —0.660802 0.218372 0.781628
Checksums and > C, > b, >y, F(I)=[]F.@) | PT)=1-]](-P(T)
products

18000 1 —1.982407 0.010413 0.989587

The required lifelength of the ES and all its elements (1) should be considered, so that the component RP cal-
culated in Tables 2—5 will be the initial data for the calculation and selection of components with the specified reliabil-
ity level.

It is necessary to determine the obtained resources by the corresponding reliability models with the calculated
RPs (Tables 2, 3, 5). To do this, the dimensions and design parameters of the components (parts, standard and other
nonrestorable items) obtained at the stage of preliminary design are considered. Then, measures can be taken to approx-
imate the obtained and specified resources [15, 16].

Conclusion. The technique of top-down analysis of the machine reliability structure diagram is developed and
tested on numerical examples. Its algorithm coincides with the sequence of design stages: from the machine RP — to the
RP of its parts. The selection of the required lifelength and RP distribution over the parts at the initial stages of the pro-
ject provide the design with the specified reliability level. The structure diagram can be based on the construct structure.
This ensures a universal approach to the formation of structure reliability diagrams under various types of component
interaction. The criterion for ranking the RP components is the component renewal in case of its failure. At any level of
the structure diagram, it includes the monetary equivalent of the costs of materials, products, repairs, damage from fail-
ure. They are known with sufficient accuracy at the initial stage of machine development.

The need to use the exponential law under the normalization of reliability and the development of its structure
diagrams is eliminated. The RP analysis relies only on the reliability fundamental properties that are common to all
technical objects and systems. The analysis algorithm is maintained at all levels of the structure diagrams including part
levels.

Mathematical models of the structure diagrams are simple, available for calculations in the early project stages,
and equally efficient for sequentially interacting, redundant and combined reliability diagrams. They provide convenient
possibilities for algorithmization, programming, and data correction.

References

1. GOST 15.001-88. Sistema razrabotki i postanovki produktsii na proizvodstvo. Produktsiya proizvodstven-
no-tekhnicheskogo naznacheniya. [GOST 15.001-88. System of product development and launching into manufacture.
Products of industrial and technical designation.] USSR State Standards Committee. Moscow: Izd-vo standartov,
1988, 7 p. (in Russian).

2. GOST 2.103-2013. Edinaya sistema konstruktorskoy dokumentatsii. Stadii razrabotki. [Unified system for
design documentation. Stages of designing.] All-Russian Research Institute for Standardization and Certification in
Mechanical Engineering; Research Center of CALS-technologies “Applied Logistics”; Federal Agency for Technical
Regulation and Metrology; Interstate Council for Standardization, Metrology and Certification. Moscow: Standartin-
form, 2015, 6 p. (in Russian).

3. Manshin, Yu.P., Manshina, E.Yu. Planirovanie i otsenka nadezhnosti tekhnicheskoy sistemy na rannikh
stadiyakh proekta. [Planning and assessing the technical system reliability in early stages of the project.] Sostoyanie i
perspektivy razvitiya sel'skokhozyaystvennogo mashinostroeniya: sb. statey 7-y mezhdunar. nauch.-prakt. konf. v
ramkakh 17-y Mezhdunar. agroprom. vystavki «Interagromash-2014» [State and prospects of agricultural machinery
development: Proc. 7th Int. Sci.-Pract. Conf. within framework of the 17" Int. Agroindustrial Exhibition “Interagro-
mash-2014”.] Rostov-on-Don: DSTU Publ. Centre, 2014, pp. 169—171 (in Russian).

Machine building and machine science

399



http://vestnik.donstu.ru

400

Vestnik of Don State Technical University. 2018. Vol. 18, no. 4, pp. 392—400. ISSN 1992-5980 eISSN 1992-6006
Becmmuuk /lonckozo zocydapcmeennozo mexnuyeckoz2o ynugepcumema. 2018. T. 18, Ne 4. C. 392—400. ISSN 1992-5980 eISSN 1992-6006

4. Kovalev, A.N., Kantor, B.I., Mozhaev, A.B. Ekonomicheskoe obespechenie nadezhnosti mashin. [Econom-
ic reliability control of machines.] Moscow: Mashinostroenie, 1991, 238 p. (in Russian).

5. Dalskiy, A.M. Tekhnologicheskoe obespechenie nadezhnosti vysokotochnykh detaley mashin. [Technolog-
ical support for the reliability of high-precision machine parts.] Moscow: Mashinostroenie, 1975, 225 p. (in Russian).

6. Volkov, D.P., Nikolaev, S.N. Nadezhnost' stroitel'nykh mashin i oborudovaniya. [Reliability of construc-
tion machines and equipment.] Moscow: Vysshaya shkola, 1979, 400 p. (in Russian).

7. Pronnikov, A.S. Parametricheskaya nadezhnost' mashin. [Parametric machine reliability.] Moscow: Bau-
man University Publ. House, 2002, 560 p. (in Russian).

8. Shubin, V.S., Ryumin, Yu.A. Nadezhnost' oborudovaniya khimicheskikh i neftepererabatyvayushchikh
proizvodstv. [Reliability of chemical and oil refining equipment.] Moscow: Khimiya; KolosS, 2006, 359 p. (in Rus-
sian).

9. Androsov, A.A., Manshin, Yu.P., Manshina, E.Yu. Kursovoe proektirovanie tekhnicheskikh sistem s za-
dannym urovnem nadezhnosti. [Course design of engineering systems with the specified reliability level.] Rostov-on-
Don: DSTU Publ. Centre, 2013, 93 p. (in Russian).

10. Polovko, A.M., Gurov, S.V. Osnovy teorii nadezhnosti. [Fundamentals of the reliability theory.]
St.Petersburg: BKhV-Peterburg, 2006, 704 p. (in Russian).

11. Druzhinin, G.V. Nadezhnost' avtomatizirovannykh system. [Reliability of automated systems.] 3™ revised
and enlarged ed. Moscow: Energiya, 1977, 536 p. (in Russian).

12. Manshin, Yu.P., Manshina, E.Yu. Raschety parametrov nadezhnosti elementov pri proektirovanii mashin.
[Calculations of the reliability parameters of elements under machine design.] Sostoyanie i perspektivy razvitiya
sel'skokhozyaystvennogo mashinostroeniya: mat-ly 7-y mezhdunar. nauch.-prakt. konf. v ramkakh 20-y mezhdunar.
agroprom. vystavki «Interagromash-2017». [State and prospects of agricultural machinery development: Proc. 7th Int.
Sci.-Pract. Conf. within framework of the 20" Int. Agroindustrial Exhibition “Interagromash-2017".] Rostov-on-Don:
DSTU Publ. Centre, 2017, pp. 261-263 (in Russian).

13. Gnedenko, B.V., Belyaev, Yu.K., Solovyev, A.D. Matematicheskie metody v teorii nadezhnosti. [Mathe-
matical methods in the theory of reliability.] Moscow: Nauka, 1965, 573 p. (in Russian).

14.Khozyaev, I.A. Nadezhnost' biotekhnicheskikh sistem. [Reliability of biotechnical systems.] Rostov-on-
Don: DSTU Publ. Centre, 2014, 235 p. (in Russian).

15. Manshin, Yu.P., Manshina, E.Yu. Priblizhennaya otsenka resursa detali, obespechivayushchaya ee trebue-
myy resurs s zadannoy veroyatnost'yu bezotkaznoy raboty. [ Aproximate assession of part life, assuring its required life
with specified probability of no-failure operation.] Vestnik Mashinostroeniya, 2017, no. 12, pp. 20-24 (in Russian).

16. Man’shin, Yu.P., Man’shina, E. Yu. Estimating the Life of a Machine Part. Russian Engineering Research,
2018, vol. 38, no. 3, pp. 157-162.

Received 21.08.2018
Submitted 21.08.2018
Scheduled in the issue 19.10.2018

Authors:

Manshin, Yury P.,

associate professor of the Machine Design Principles
Department, Don State Technical University

(1, Gagarin sq., Rostov-on-Don, 344000, RF),
Cand.Sci. (Eng.), associate professor,

ORCID: http://orcid.org/0000-0002-2246-2965

manshin@mail.ru

Manshina, Elena Yu.,

senior lecturer of the Machine Design Principles
Department, Don State Technical University
(1, Gagarin sq., Rostov-on-Don, 344000, RF),
ORCID:http://orcid.org/0000-0002-3027-1309
elemans@mail.ru




Vestnik of Don State Technical University. 2018. Vol. 18, no. 4, pp. 401-407. ISSN 1992-5980 eISSN 1992-6006
Becmuuxk /lonckozo zocydapcmeennozo mexnuyeckoz2o ynugepcumema. 2018. T. 18, Ne 4. C. 401-407. ISSN 1992-5980 eISSN 1992-6006

MAIINHOCTPOEHHUE N MAHIMHOBEJIEHUE
MACHINE BUILDING AND MACHINE SCIENCE

VIK 669.-175.2:621.7.022.6

https://doi.org/10.23947/1992-5980-2018-18-4-401-407

On nanoscale phenomena in the electroacoustic sputtering process’
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K BOIIPOCY 0 HAHOPA3MEPHLIX ABJCHUAX B MPOoLECCe IJTEKTPOAKYCTHYECKOI0 HANIBLJICHUS -

B. X. Aab-Tu66u’, B. C. Munaxos**

"2 JToHCKO#i rocy1apCTBEHHBII TEXHUYECKHUiT yHHBEPCUTET, T. PocToB-Ha-JloHy, Poccuiickas deneparms

Introduction. The effect of variable parameters of the electroa-
coustic sputtering (ELAS) process on the characteristics of the
crystalline structure of hardening coatings is studied. The
ELAS parameter values providing nanostructured cover coat-
ings for machine parts and cutting tools are determined. Hard-
ening through using such coatings allows achieving a signifi-
cant (5-10 times) increase in the life of hardenable machine
parts and various tools designed for mechanical processing. To
obtain coatings with the desired properties of the surface layer,
nanocrystalline materials should be selected. In this case, a
certain content of the amorphous phase is permissible.
Materials and Methods. To carry out the X-ray structural
analysis, the X-ray diffraction Russian-made device DRON-
3M was used. The Scherrer-Wilson method was applied to
determine the granularity of particle blocks from the value of
the intrinsic broadening of the diffractogram peaks. The con-
clusions obtained in this paper are based on the method of
separation of the affecting factor contributions into broadening
the diffraction reflection peaks (the Warren-Averbach meth-
od).

Research Results. Depending on the process conditions and
the technique for obtaining nanostructured materials, a non-
uniquely interpretable change in the indices of the diffraction
peaks broadening occurs, which is generally characteristic of
nanocrystalline metals. One of the possible explanations for
this phenomenon is the presence of a nanosized effect in the
hardened layer. The occurrence of the nanocrystalline struc-
ture in the sputtered layer verifies the calculated values of the
dimensions of the coherent scattering regions (CSR). The oc-
currence of affecting values of the misorientation angle of the
crystal structure is verified by the CSR value for the investi-
gated 110 and 220 reflexes, which is supported by a high per-
centage of the amorphous phase.

* The research is done within the frame of the independent R&D.
" E-mail: nb1979@mail.ru, vs_minakov@mail.ru
*** PaGoTa BBINIOJIHEHA B pAMKaX HHUIMATHBHOK HIP.

Bseoenue. UccnenoBano neiicTBre BapbHPYEMBIX ITapaMETPOB
mporiecca aneKTpoakyctuueckoro HambuieHus (OJIAH) Ha
XapaKTEPUCTHKN KPHUCTAIMIECKOH CTPYKTYPHI YIIPOUHSIIO-
KX MOKPHITHHA. BBISBIEHBI 3HAUCHUS YKa3aHHBIX Mapamer-
poB, 00ecreunBalomue MOMyIeHHe HAaHOCTPYKTYPHBIX 3aIllUT-
HBIX TOKPBITUH AeTanell MallMH M PEeXYIIETO MHCTPYMEHTA.
VYrpoyHeHHe Npu MOMOLIM NMOJAOOHBIX MOKPHITHI MO3BOJISET
JocTHYb 3HauuTeNnbHOro (B 5-10 pa3) MOBBINEHUS pecypca
paboThl yNPOUHSEMBIX JleTaieil 1 HHCTPYMEHTOB, IpeAHa3Ha-
YEHHBIX IS MeXaHooOpaboTku. JIs MoTydeHns! MOKPBITHI ¢
3aJaHHBIMU CBOMCTBAMH MOBEPXHOCTHOTO CIJIOSI CIEAYET BBI-
O6upaTh HaHOKpHUCTa/UTHUeckue Marepuansl. IIpu sTom fgomy-
CTHMO OIIPEIIEIICHHOE COJIeprkaHne aMOpGHOM a3kl
Mamepuanvt u memoOsi. VIconb30BaH PEHTT€HOCTPYKTYPHBIN
aHaNM3, KOTOPBIA IPOBOJMIICS HA PEHTTEHOBCKOM AN(PaKIU-
OHHOM ammapaTe OTE4eCTBEHHOro mnpousBoacTBa «/IPOH-
3M». Meron lleppepa — BuiicoHa IPUMEHEH € LEIBIO OIpe-
JeTIeHHs] 3epHUCTOCTH OJIOKOB YACTHI] 10 3HAYCHUIO (U3HUe-
CKOT0 YIIMPEHUs HMHMKOB Ju(pakTorpamMMbl. BriBomsl 1o pe-
3yJIbTaTaM paboThl OCHOBAHEI HA METOJMKE Pa3JieeHHs BKIa-
JIOB 3Ha4almyx (haKTOpPOB B YIIMPEHHE MHUKOB IU(PAKIMOH-
HBIX OTpakeHUH (MeTo] YoppeHa — ABepOaxa).
Pesynomamer uccredosanus. B 3aBUCHMOCTH OT TEXHOJIOTH-
YECKUX PEKHUMOB M METOJA IMOIyYEHHUs] HAHOCTPYKTYPHBIX
MaTepuaJoB IPOUCXOAUT HEOAHO3HAUYHO HHTEPIPETHPYEMOe
U3MCHEHHE NOKa3aTeJIed yIHpeHus: AU(PAKINOHHBIX THKOB,
YTO, B OOIIEM, XapaKTepHO M1 HAaHOKPHCTAUIMIECKHX Me-
TaJUIOB. DTO SBJICHHE MOXKHO OOBSCHUTD, B YACTHOCTH, HAJIH-
YheM HaHOpa3MepHOro 3¢dexra B ynpoyHeHHOM cioe. [Ipu-
CYTCTBHE HAHOKPHUCTAUINYECKOH CTPYKTYPHI B HAIBUICHHOM
ClIoe HampsIMyI0 MOATBEPKIAETCS BBIYUCICHHBIMU 3HAUEHMS-
MH pa3MepoB obiactell korepeHTHOro paccemsanus (OKP).
Hanuuue 3HauMMBIX BENIWMYMH yria pPa3sOPHEHTHUPOBAHMS
CTPYKTYpBl KPHCTAJUIOB MOATBepxkaaercs BenuunHod OKP
IUTsL UccTieoBaHHBIX peduiekcoB 110 u 220, 4To MoaKperuisieT-
CsI BBICOKMM IIPOLICHTHBIM COJIepXKaHueM aMopdHOit (a3l
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Discussion and Conclusions. The electroacoustic scattering
method is promising for obtaining nanocrystalline structures in
the surface and subsurface layers of the sprayed samples. The
ELAS process variables variation leads to the parameter
spread of the crystal lattice and coherent scattering areas. In
this case, there is no definite trend. In the future it is expected
to solve the given problem. First, experiments will be conduct-
ed to determine the optimal sputtering regimes that could

stimulate the formation of nanocrystalline structures. Second-

Obcyscoenue u 3axniovenus. MeTon 3IEeKTPOaKyCTUIECKOTo
HaIbUICHHs] EPCHEKTUBEH JUIS OTyYeHUs] HAHOKPHUCTAIIHYe-
CKHX CTPYKTYpP B MOBEPXHOCTHOM U IPUTIOBEPXHOCTHOM CIIO-
AX HAaNbUICHHBIX 00pa3noB. M3MeHeHHe TeXHONOTHYECKHX
napametrpoB DJIAH mpuBogur k pa3dpocy 3HaueHHI mHapa-
METPOB KPHUCTAIUINYECKO PeIIeTKr 1 obyiactell KOrepeHTHOTro
pacceuBaHus. B 3TOM ciydae He BBIABISETCS OIpeseleHHas
TeHAeHLUA. B nanpHeliemM npeanonaraercs: pelieHue JaHHON
npo0neMsl. Bo-nepBbiX, OymyT NpOBENEHBI SKCIEPUMEHTHI C
LEII0  ONpENCNCHUs] ONTHMAIBHBIX PEXHMMOB HAIbUICHHS,

CIIOCOOCTBYIOIIMX ~ OOPa30BAHMIO  HAHOKPHCTALIMYECKHX

ly, visual observation and evaluation of the sprayed layer
CTpYKTYp. BO-BTOpBIX, IIIaHUPYETCsl BU3yalbHOE HAOIIOACHUE

structure using electron microscopy is planned. H OILIEHKA CTPYKTYphl HATIBUIAEMOTO CJIOS TIPH MOMOIIHU 3JIeK-

TPOHHOI MUKPOCKOIIHU.

Keywords: nanocrystalline structures, hardening coatings, KioueBble  ¢J10Ba: HAHOKPHCTANIMYECKHE  CTPYKTYDHI,

crystal lattice, diffractometric studies, electroacoustic sputter- YIOPOYHSIONIME IOKPBITHS, KPUCTAIMYECKas pELIeTKa, IU-
ing. (pakTOMETpHUYECKUE HCCIECJOBaHUS, 3JIEKTPOAKYCTUIECKOE

HaIlbIJICHUE.
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SJICKTPOAKYCTUYECKOTO HaIbLICHHUS /

Introduction. To obtain nanostructured hardening coatings is an urgent and long-run engineering challenge [1,
2]. Numerous studies in the field of materials science have shown that a tangible (by several times) change in strength,
hardness, and wear resistance of materials is possible with a decrease in crystal grains to a certain value.

Under this investigation, it is expected to study the crystal microstructure of hardening coatings using the
method of electroacoustic sputtering (ELAS) [3, 4, 5]. Such hardening involves the use of an electric spark (highly-
concentrated power flotation) and ultrasonic longitudinally-torsional vibrations. ELAS-hardening, using a specialized
installation, enables to increase the operational life of parts and tools by 5-10 times.

In the paper, the ELAS operational parameters vary in order to identify their values, which contribute to ob-
taining nanostructural protective coatings for the parts and cutting tools. To create protective coatings with the required
properties, alloys in the amorphous state are often used. However, in certain areas, nanocrystalline materials are used
more often than the amorphous ones. Nanocrystals relax to a far lesser extent in use of the coating, and they are highly
competitive with amorphous materials in their properties. Obviously, to obtain coatings with the desired and stable
properties of the surface layer, nanocrystalline materials should be selected, though with a certain content of the amor-
phous phase.

Materials and Methods. Resonance methods, X-ray diffraction analysis, electron microscopy, and some other
techniques [2] are widely used to identify nanocrystalline materials in the surface layer. In the present work, the most
accessible method based on identifying the diffraction reflection broadening under the X-ray structural analysis of sam-
ples is used to evaluate the microstructure parameters. “DRON-3M?”, the X-ray diffraction Russian-made apparatus, was
used for X-ray diffraction analysis. The characteristic radiation of the iron anode with the release of AK, spectral line of
the sample, as well as of the detector, was analyzed. The X-ray tube specifications were 25 kV, 5 mA. The Bragg -
Brentano method of radiation focusing was used [6]. The selected detector parameters are as follows: motion speed is 1
deg/min; integration time is 5s. When determining the distances between the measurement planes, the error was + 0.001
A, which is similar to determining the position of diffraction maxima accurate to + 0.02 degrees. Samples of a cylindri-
cal shape made of 45 steel were studied. The diameter and height of the sample was 6 mm.

To identify samples, special marks were applied using ELAS on the front surface of each of them. The sample
without sputtering made from 45 steel was chosen as a reference one, not the sample that is close to pure a-Fe.

Research Results. The profiles obtained during the work are presented in Fig. 1.
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Fig. 1. Diffraction reflections with profiles: reference with coarse grain (a); sample for sputtering (U= 16.9 V, 4 = 4.9 microns) (b);
U=13.1V,4=152pm (c); U= 129V, 4=9.9 um (d); U=12.9V, 4=5.1 pm (¢); U=9.1 V, 4= 15.1 pm (f)

The shape of the diffraction profiles for the reference sample is shown in Fig. 1 (a), for samples with spread
sputtered coating on the above modes — in Fig. 1 (b) - (f). ELAS variables are electrode-anode voltage (U) and ampli-

tude value (4) of ultrasonic frequency oscillations.

Diffractograms of the reference and study sample show the intensity values ratio. The relationship of the crys-

tallized and amorphous material was calculated from these data. The contribution of the texture component was not
considered.

Analysis of the experimental data allows us to conclude that the main phase in most of the samples under study
is o - Fe. The Scherrer-Wilson method (the best in this case) was used to determine the grain coarseness of blocks of
particles according to the value of the physical broadening of the diffractogram peaks [7].

Table 1 presents the summarized data on the research results:

- B physical broadening,

- d-space,

- a dimensional parameter of the crystal lattice,

- size of coherent scattering regions.

Machine building and machine science

403



Vestnik of Don State Technical University. 2018. Vol. 18, no. 4, pp. 401-407. ISSN 1992-5980 eISSN 1992-6006
Becmuuxk /lonckozo zocydapcmeennozo mexnuyeckoz2o ynugepcumema. 2018. T. 18, Ne 4. C. 401-407. ISSN 1992-5980 eISSN 1992-6006

Table 1
Design parameters of crystal structure and diffractogram data
P ter / Reflex
arameter 170 220
Sample
1 2 3 4 5 IT. 1 2 3 4 5 ref.
2.01 1.71 1.68 1.81 195 | 1.39 | 847 | 834 | 8.62 | 8.87 | 10.01 | 8.06
B-107, deg.
56.916 | 56.86 | 56.926 |56.876|56.976| 57.2 |144.66| 144.7 |144.78|144.91|144.53 | 144.4
20, deg.
2.026 2.028 2.025 | 2.027 | 2.024 | 2.019 | 1.013 |1.0129(1.0126|1.0122{1.0132|1.0129
d, A
2.8553 | 2.8581 | 2.8539 |2.8567|2.8525|2.8465|2.8539|2.8561 |2.8553|2.8793|2.8571|2.8571
a, A
111 130 131 123 114 - 76 77 75 73 64 -
D, nm
Amorphous 59 55 57.5 53.5 51 - 59 75 81 98 79 -
component
content, %

110 and 220 reflexes were selected as the basic ones.
Table 1 data demonstrate significant broadening of the diffraction peaks. It is logical to assume that such a

width in our case is, to a greater extent, due to the highly dispersed structure of the crystallites than to the dislocation
microstresses of the surface layer. To confirm this conclusion, the contributions from these factors are estimated by the
Warren — Averbach method [8]. The center-of-gravity shift of the peaks on the diffractograms with a simultaneous in-
crease in a lattice parameter to 1.15-1.17% serves as an indirect proof for the above formulated hypothesis. The shift
itself is small, but meaningful (expressed in hundredths of a degree).

Consider the phenomena that occur when changing the values of the process conditions (electrical voltage and
amplitude of oscillations), and their effect on the broadening value of the diffractogram peaks depending on the lattice

dimensional parameter (Fig. 2).
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Fig. 2. Effect of ELAS regimes variation on « lattice parameter depending on 3 value of physical broadening of diffractogram peaks

As expected, a change in the deposition modes affects a lattice parameter without a definite traceable depend-
ence. In this case, a value variations are directly proportional to the broadening value of the lines of the diffractogram
lines. In [9], comparable proportional dependences can be observed for various oxides.

Such ambiguously interpolated dependences are characteristic of nanostructured materials (in particular, met-
als) and are determined by the physical method of their synthesis [1, 10] (Fig. 3).
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Fig. 3. Effect of ELAS variables on microstructure parameters

Perhaps, this phenomenon is explained by the occurrence of a nanoscale effect in the hardened layer. The pres-
ence of a nanocrystalline structure in the sputtered layer is directly confirmed by the calculated values of the sizes of
coherent scattering regions (CSR). The significant values of the disorientation angle of the crystal structure is verified
by the CSR values for 110 studied reflex, and also, noticeably, for 220 reflex, which is supported by a high percentage
content of the amorphous phase. Similar phenomena can be also caused by high values of disorientation angles.

Summing up, it can be stated that all of the above phenomena (including sizes of the coherent scattering re-
gions) directly confirm the presence of a nanoscale effect [1].

Discussion and Conclusions. Thus, the method of electroacoustic sputtering is promising for obtaining nano-
crystalline structures in the surface and near-surface layers of sputtered samples. As stated in the paper, ELAS process
parameter variation brings into existence the lattice parameter spread and coherent scattering regions without a definite
identified tendency. In the future, this problem will be solved. This can be facilitated by the experimental determination
of optimal sputtering regimes that ensure the formation of nanocrystalline structures. In addition, the structure of the
sputtered layer can be observed and evaluated using electron microscopy.
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Effect of design and kinematic parameters on energy requirement in inclined screw mixer’
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Bausinue KOHCTPYKTUBHBIX H KHHEMATHYECCKHUX IMTApaMETPOB Ha 3HepFOéMKOCTL nmpoiecca B HAKJIIOHHOM ITHEKOBOM
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Introduction. Rational parameters and modes of an inclined
batch screw mixer are validated to achieve the lowest energy-
intensive feed mixing under observance of the zootechnical
requirements for the feed quality on uneven mixing. The
establishment of functional dependences between parameters
and modes enables to design power-efficient equipment for the
on-farm feed production.

Materials and Methods. Experimental studies of the feed
mixing were implemented on an inclined screw batch feed
mixer. The experimental design included variation of four
independent factors: mixer shaft speed, filling ratio of the
mixing chamber, mixing time, and mixing chamber angle.
Mixing irregularity and energy intensity of the process were
taken as optimization criteria characterizing the mixing
efficiency.

Research Results. The optimization criteria versus the
variability level factor, which are two-dimensional sections of
the second-order response surfaces, are plotted. The rational
values at mixing irregularity of less than 5% were as follows:
mixer shaft speed was 27.5-36.5 min-1, filling ratio of the
mixing chamber was 0.43-0.51, mixing time was 3.0—4.2 min,
mixing chamber angle was 22°-25°. At such parameter values,
the mixing irregularity will be minimal, and it will be 4.10—
4.18%, and the process intensity is from 2.08 to 2.16 kW « h/t
Discussion and Conclusions. The dependences obtained as a
result of the experimental studies allowed establishing the
domain of rational design parameters and modes of an inclined
batch screw mixer. The results obtained can be used in further

studies under the development of initial requirements for the

Beéeoenue. OOOCHOBaHBI palMOHANBHBIC TApaMETPhl |
PEeXXUMbI HAKJIOHHOTO IIHEKOBOI'O CMECHUTEISI IEPUOIUIECKOTO
JNENCTBUA Ul JTOCTHXKEHHMS HAUMEHbIIEH 3HEProeMKOCTH
NPUTOTOBJICHUS KOPMOCMECH MIPU YCIOBUH COOJIIOACHUS
300TEXHUUECKUX TPeOOBaHUI K Ka4eCTBY IMPUTOTOBISIEMBIX
KOpPMOB IO HEPaBHOMEPHOCTH CMEIIUBAHUA. YCTaHOBJIECHUE
(hyHKIMOHANBHBIX 3aBHCUMOCTCH MEXIy NapameTpamMu |
PSKUMaMU TIO3BOJISIET MPOCKTHPOBATH SHEProd(h(EeKTHBHOE
o0opynoBaHUE U BHYTPUXO3SHCTBEHHOTO KOMOHMKOPMOBOTO
TPOU3BOJICTBA.

Mamepuanvt u mMemoovl. DKCIICPUMEHTAIbHbBIE UCCICIOBAHNS
Ipollecca NPUTOTOBIEHHA KOPMOCMECH IPOBOIMIM Ha
HaKJIOHHOM OJIHOBAJbHOM ULIHEKOBOM CMECHTENIe KOPMOB
MEPUOANYECKOrO JeHCTBUs. [lmaH sKcrnepuMeHTa BKIIOYal
BapbUPOBAaHHC  YETHIPbMS  HE3aBHCUMBIMH  (hakTOopamu:
YacTOTOW BpAalICHUs Bajla CMECHTENS, KOI(PPUIUECHTOM
3al0JIHEHUSI KaMepbhl CMECUTEINs, MPOJOJKUTEIbHOCTHIO
CMEIIMBAaHUSl U YIJIOM HAakKJIOHa CMECUTENbHOIl Kkamepol. B

Ka4ecTBe KPHTEPHEB ONTHMH3ALMH, XapaKTEePH3YIOLINX
3¢ peKTHBHOCTH CMEIINBaHUs, ObUTH HPUHSTHL
HEPaBHOMEPHOCTh CMEIIMBAHMS M yACIbHAs JHEPrOEMKOCTH
mpouecca.

Peszynomamol  uccneoosanus.  IlocTpoeHsl  rpaduueckue
3aBHCHMOCTH  KDHTEPHUEB  ONTHMH3ALUM  OT  YPOBHS
BapbUpOBaHUs  (haKTOPOB,  IMPEACTABIAOIIHE  coOoi

IBYMEpHBIC CEUYEHHs MOBEpXHOCTEHl OTKIMKa BTOPOTO
nopsigka. ParpoHanpHbIE 3HAYEHHS IIPH HEPaBHOMEPHOCTH
CMELIMBaHUs MeHee 5% COCTaBMJIM: YacTOTa BpALICHUs Baja
— 27,5-36,5 MuE', KOI)(GHIHEHT 3aMOIHEHHS KaMepbl
cmecurenst — 0,43-0,51, mpomoOmKUTENPHOCT CMELIMBAHUS
— 3,0-4,2 MuH.; yron HakJOHa CMECUTEIBHOM KaMepbhl —
22°-25°. Ilpu TakuX 3HaYCHMSAX I1apaMETPOB HEOIHOPOIHOCTh
CMEIIMBaHUs OyleT MUHHMAIbHOU u coctaBut 4,10—4,18%, a
9HEPro€MKOCTh Tpolrecca coctaBuia ot 2,08 1o 2,16 kBt u/T

Obcyoicoenue u 3axniovenusi. 3aBUCUMOCTH, TOJydEHHBIE B
pe3ynbTaTe 3KCIEPUMEHTAIBHBIX HCCIEAOBaHUH, MO3BOJIMIN

YCTAaHOBUTH  OOJACTM  PAlMOHAIBHBIX  KOHCTPYKTUBHBIX
MapaMeTpoOB U PEXHMMOB  HAKJIOHHOTO  OJHOBAIBLHOTO
IIHEKOBOTO  CMECHTENs MEPHOJUUECKOTO  JEHCTBHS.

HOIIy‘{eHHI)Ie pe3yiibTaTbl MOTYT OBITh HUCIIOJB30BAHBI B
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Introduction. An urgent task in the design of new feed mixing equipment is to ensure a lower cost of feed
preparation [1-3]. Thus, it is necessary to reduce the energy intensity of the processes while maintaining the required
quality of the feed. High-quality feed mixing is most effectually performed by a periodic (batch) mixer [4, 5]. Among them,
blade mixers and screw ones [6] are widespread. This is due to the fact that the feed composition is characterized by the
presence of dry crushed grain (more than 90%), which does not change its properties in the process of mixing with
additives. That is, the rheological properties of the mixture can be considered unchanged throughout the experiment [7].

One of the advanced models of the circulation mixers is a model with an inclined bunker, inside which one or two
screw working bodies are installed. Herewith, the reduction of the process energy intensity is achieved due to the fact that
the forced supply of the mixed material at the upper horizontal level is replaced by its gravitation shattering from the upper
part of the bunker [8]. Unlike horizontal mixers, the practical absence of “pressing” feed layers in the top part of the screw
improves significantly the diffusion mixing of the product [9]. When using modern crushers [10, 11], the intensive
movement of the material and the equalized granulometric raw material composition enables to minimize the segregation
effects that occur under shattering [12].

Materials and Methods. The experimental studies were carried out on AKM-3, an inclined single-shaft screw
batch feed mixer developed in “Donskoy” Agricultural Research Centre. AKM-3 feed mixer (Fig. 1) with the capacity of
2.5 m’ is designed to obtain a homogeneous mixture of dry powdered components (grain, farinaceous, protein-mineral raw
material) under the batch (periodic) operation mode. It consists of a frame, housing with a mixing chamber in which a shaft
with a spiral tape counterflow winding is placed, and of blades in the top part of the bunker. It is possible to install the
housing on the strain gauges.

Fig. 1. General view of inclined single-screw batch mixer
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In such a mixer, under the shaft rotation, the displacement of material particle groups from one place to another
(convective mixing) is performed as follows: a screw transports the material to the upper part of the inclined bunker, and
then its gravitation shattering to the lower part of the bunker takes place. Therefore, the main advantage of an inclined
mixer, compared to vertical and horizontal ones, is the absence of dead zones between the working bodies and the walls of
the mixing chamber [13].

Irregularity in the dispersion of the reference ingredient in the mixture and the process specific energy intensity were
taken as criteria that characterize the mixing efficiency. Shredded wheat with moisture content up to 15% with dense
loaded density of 750 kg / m® was used in the experiments as the basic ingredient (filler) of the mixture.

As a result, a two-component mixture composed of shredded wheat - 99%, ground common salt - 1% (by weight)
was prepared.

Ground common salt was used as the reference ingredients to determine the mixing irregularity. Its distribution
was determined by taking 20 samples weighing 50 g each from different points of the mixing chamber [14]. The selection
of a specific sample was made according to GOST 13 496.0—80. The content of the dry reference component (table salt) in
the samples was determined through the ionometric technique according to GOST 13 496.1-98. The variation coefficient of
the actual distribution of the reference component in samples v, % (y;) was used as an index of mixing irregularity.

Ny, (y2) specific energy intensity of the mixing process was defined as the total energy intensity related to the
mass of the feed mixture measured using a three-phase electric meter [15].

The mixer shaft speed was changed by DELTAVFd-075E frequency converter through the current frequency
variation of the asynchronous motor.

A three-tier second-order design was implemented during the experiment. The experiments were carried out in
triplicate [16,17].

The design of the experiments involved the variation of four independent factors affecting the mixing process
(Table 1).

It is established that the signification of the mixing irregularity index is much higher than that of the latter factor
which should be considered accessory.

Table 1
Factors and levels of variation
Factor Coded identification Variability range Variability interval
Shaft speed, min™' xi 20-40 10
Filling factor of mixing chamber X 0.4-0.6 0.1
Mixing cycle (time), min X3 2-6 2
Tilt angle of mixing chamber, grade X4 15-35 10

Research Results. After processing the experimental results, the regression equations in coded form were
obtained, and the corresponding correlation coefficients were determined:

y1=4.06 — 0.96x, + 0.29x, + 0.16x5 — 0.88x4 — 0.14x X, — 0.19x ;x5 +0.54x x4 + 0.28x,X3 — 0.39x,x4 — 0.20x;3%4
+0.56x% + 0.27x%, + 0.34x%; + 0.64x75,

correlation coefficient R; = 0.9607;

y2=2.26 + 0.99x, + 0.42x, — 0.07x5 — 0.28x4 + 0.22x X, — 0.15xx5 +0.35x ;x4 + 0.13x,x;5 + 0.47x,x4 — 0.08x3x4
+0.73x% + +0.37x%, + 0.14x5 + 0.84x%5,

correlation coefficient R, = 0.9781.

The model adequacy was evaluated by the Fisher criterion. The tabular value of the Fisher criterion with the
significance level A = 0.05 equals to ' = 2.8. The Fisher criterion value in the models is as follows: mixing irregularity - F'
= 2.51; energy intensity of the mixing process - F' = 2.65. Comparison of the calculated values with the tabulated values has
shown that their calculated values are less than the tabulated values. Consequently, regression models adequately describe
the process under study. The experimental values of the Cochran test do not exceed the tabulated values. Dispersions are
homogeneous.

Turning from the coded values of the factors (X;, X,, X3, X4) to natural ones (n, k, t, ¢), we have obtained
dependences of the mixing irregularity indicators (Jd, %) and the mixing energy intensity (N, kW ¢ h) on the basic factors in
the following form:

— mixing irregularity:

6=3.76+ 11n—0.15k — 1.02¢ — 2.35¢ + 16nk — 21nt — 59n¢p — 0.06kt + 0.98kp + 2.35tp + 2.15n° + 4.33k” + 3.65¢7
+0.75F;
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— mixing energy intensity:

N=2.19+23n+4.13k+6.25¢ — 13nk—3.4np — 5.23kp +0.997° + 048/ + 0.39¢".

The experimental data processing has resulted in plotting characteristic curves of the optimization criteria versus
the factor variation level. They are combined two-dimensional sections of second-order response surfaces.

Figures 3 and 4 show some two-dimensional response surfaces of the factor influence to the mixing process. In
particular, the dependences of the effect of the shaft speed and the loading factor of the mixing chamber on the mixing
irregularity and the process energy intensity are shown.

35
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20

0.4 0.45 0.5 0.55

Fig. 3. Effect of shaft speed and loading ratio of the mixing chamber on mixing irregularity
[} Xyl
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Fig. 4. Effect of shaft speed and loading factor of the mixing chamber on mixing energy
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The research has resulted in determining the rational values of parameters and operation modes of the inclined
single-shaft screw batch mixer with the capacity of 2.5 m’ during the preparation of feed mixtures that meet the
zootechnical requirements on mixing irregularity under the condition of minimum energy intensity of the process. The
rational values to obtain mixing irregularity up to 5% are the following: shaft speed is 411
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n=27.5-36.5 min™'; loading factor of the mixing chamber is k = 0.43-0.51; mixing time is ¢ = 3—4.2 min; tilt angle
of the mixing chamber is ¢ = 22-25°. In this case, the energy intensity of the process was equal to 2.08 — 2.16 kWh/t.

Besides, as a result of the experimental studies, the smallest mixing irregularity of 3.2% is set under the following
mixing modes and parameters of the mixer: shaft speed is n = 35 min™'; loading factor of the mixing chamber is k = 0.5;
mixing time is ¢ = 3 min; tilt angle of the mixing chamber is ¢ = 30°. In this case, the energy intensity of the process was
2.2 kWh / t. The smallest energy consumption of 2.1 kWh / t under mixing irregularity of 5% is obtained at the following
values of parameters and operating modes of the mixer: shaft speed is #n =30 min™; loading factor of the mixing chamber is
k= 0.55; mixing time is ¢ = 3 min; tilt angle of the mixing chamber is ¢ = 25°.

Discussion and Conclusions. The dependences resulting from the experimental studies enable to establish
domains of rational design parameters and modes of the inclined single-shaft screw batch mixer. The results can be used for
the development of technical means for the production of complete feed, as well as for the modernization of existing mixed
feed industry to increase their energy efficiency.
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Improvement of corrosion process control techniques at engineering facilities under high

parameters of water coolants

V. N. Shcherbakov'™

'Don State Technical University, Rostov-on-Don, Russian Federation

CoBeplIeHCTBOBAHME METOJ0B KOHTPOJISA MPOLECCOB KOPPO3MH HA 00BbEKTAX MAIIMHOCTPOCHHUS] MPH BBICOKHX

o Hokk

mapaMeTrpax BOJAHBIX TENJIOHOCUTEJICH

B. H. Illep6akos'**

! TloHcKoit rocylapCTBEHHBII TeXHHUECKUIT yHUBEPCUTET, T. PocToB-Ha-JloHy, Poccuiickas deneparus

Introduction. The work objective is to increase the reliability of
the prediction methods for the lithium hydroxide behavior in the
steam-water circuit at the thermal power plants and nuclear pow-
er plants, and for the operational monitoring of the pH index of
steam solutions. A method of operational control is developed on
the basis of the conductometric measurements of the hydrogen
index of the corrosion inhibitor vapor solutions for construction
materials of lithium hydroxide used at the TPP and NPS.
Materials and Methods. A mathematical model method is used
for the practical implementation of the high-temperature opera-
tional control of the steam solution pH index.

Research Results. A method for monitoring the pH of vapor
solutions of lithium hydroxide based on the determination of
vapor concentration through the steam condensation in the
coolable conductivity sensor located in the vapor space of the
steam generator is developed. This has significantly improved
the accuracy of determining the lithium hydroxide concentration.
Equations describing the change in the limiting molar equivalent
conductance and dissociation constants of lithium hydroxide in a
wide range of state change parameters are proposed.

Discussion and Conclusions. The proposed on-line technique of
testing the pH value of steam solutions, and mathematical mod-
els for calculating the limiting molar equivalent conductance and
dissociation constants provide an acceptable error level calcula-
tions and the capability of measurements automation. With an
increase in the vapor temperature up to 573.15 K, the necessity

arises to fortify lithium hydroxide in the vapor to 10~ mol / kg.

* The research is done within the frame of independent R&D.
* E-mail: vladnik48@aaanet.ru
** Pa6oTa BBINOJHEHA B paMKax MHUMaTuBHOW HUP.

Beseoenue. 1lenb paboThl — TOBBILICHUE HANEKHOCTH METOIOB
MIPOTHO3UPOBAHMS TOBECHHS THAPOKCHAA JIUTHS B NapOBOJIS-
HoM TpakTe Ha TOC u ADC u onepaTMBHOTO KOHTPOJIS BOJIO-
POIHOTO MOKa3aTelsi MapoBBIX PacTBOpPOB. Pa3paboTaH meron
OIIEPaTUBHOTO KOHTPOJII HAa OCHOBE KOHIYKTOMETPHUYECKUX
U3MEpEHHH BOJOPOJHOTO IIOKa3aTels MapoBBIX PacTBOPOB
WHTHOUTOpPa KOPPO3UH KOHCTPYKIMOHHBIX MAaTEpPHAJIOB THI-
poxcuna nutud, npuMmensiemoro Ha TOC u ADC.

Mamepuanst u memooul. JIysl IPaKTHYECKON pean3allii BbI-
COKOTEMIIEpaTypHOTO OINEPATHBHOIO KOHTPOJS BOJOPOIHOTO
MOKa3aTelisl MapoBbIX PACTBOPOB HCIONB30BaH METOJ MaTeMa-
THUYECKOTO MOJCIHPOBAHUSL.

Pesynomamer uccneooganus. PazpaboTaH MeTOJ KOHTPOJIS
BOJIOPOIHOTO IIOKA3aTeNsl MapoBBIX PACTBOPOB THAPOKCHIA
JIMTHs, OCHOBAHHBIA Ha OINpEAENCHUH KOHILEHTpAlUH B Mape
MyTéM KOHAEHCAIMH TMapa B OXJIaXJaeMOM KOHIYKTOMETpHUe-
CKOM JIaTYUKe, pa3MEIIEHHOM B I1apOBOM IIPOCTPAHCTBE I1apo-
TeHEepaTopa, YTO MO3BOJIMIIO 3HAYUTENHHO MOBBICUTH TOYHOCTD
OIIpEeeNeHNs] KOHIICHTPANH THAPOKcHaa IUTHs. [Ipenosxkens
YPaBHEHHUsI, ONUCHIBAIONINE U3MEHEHHUE MPEIeNIbHON MOTAPHOM
9KBHBAJIICHTHOH SJICKTPOIPOBOIHOCTH M KOHCTAHT JHCCOLHA-
UM TUAPOKCHAA JIUTUS B IIMPOKOM [JHAIa30HE H3MEHEHHS
MapaMeTPOB COCTOSTHUSL.

Obcyarcoenue u 3akniovenusi. IIpeyioxKeHHbIE METOX OIepa-
TUBHOTO KOHTPOJI BOJOPOJHOTO MOKa3aTelsl MapOBBIX PacTBO-
POB M MaTeMaTHYECKHEe MOJEIH IS pacdéra MpefesIbHO K-
BUBAJICHTHOH MOJISIPHOM OJIEKTPOIPOBOJHOCTH M KOHCTAHT
JIMCCOLMAINK 00ECIICUHBAIOT IIPUEMIIEMYIO JUIS HPAKTHYECKUX
Pac4€TOB NOTPEITHOCTH ¥ BOSMOXKHOCTh aBTOMAaTH3aIMU H3Me-
penuii. Ilpu yBennuenun temneparypsl napa 1o 573,15 K Bos-
HHKaeT HEOOXOIMMOCTD B YBEINYEHUN KOHIEHTPAIIUH THIPOK-
cua TuTHA B mape 10 107 Mons/Kr.
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Introduction. When organizing and maintaining water chemistry regimes (WCR) at TPPs and NPPs, one of
the major tasks is to minimize corrosive damages to the thermal power equipment in the zone of contact with water and
steam [1]. Addition of LiOH in sufficient quantities into feedwater provides the creation of a hard protective lithium-
ferritic film on the metal surface, which slows down corrosion and stress-corrosion cracking of the heat-exchange tubes
of steam generators of NPPs with VVER-1000 [2, 3], as well as a significant increase in uptime [3]. When LiOH is add-
ed into the feedwater of the TG — 104 drum boilers at the TPP, the formation of a protective lithium-ferritic film is also
observed [4]. LiOH is used at the TPPs in Russia and abroad [4—6]. In advanced fourth-generation nuclear reactors —
SCWR (supercritical water-cooled reactor), providing an increase in thermal efficiency compared to the existing ones
(PWR) from 33 to 44%, at pressure P = 25 MPa, T temperature of water vapor is planned to be increased to 953 K [6].
We need data on A, limiting equivalent conductance and K, LiOH dissociation constants at high P and 7, presented in
an easy-to-calculate form, to create on-line monitoring of the pH values of aqueous and steam LiOH solutions at TPPs
and NPPs that determine the effectiveness of anticorrosive protection. The technique for calculating the pH of LiOH
solutions based on the data on y electric conductivity proposed by the authors for the liquid phase [7] is unacceptable
for the vapor phase at low p densities and C concentration due to a high error in determining y and K, [8].

The work objective is to increase the reliability of methods for predicting LiOH behavior in the steam/water
circuit at TPPs and NPPs and of the operational control of the of steam solutions pH.

To achieve this goal, equations are developed for calculating A, and K; on the saturation line and in super-
heated steam at 7 up to 773.15 K; and a technique to control pH of LiOH vapor solutions is worked out.

Materials and Methods. Compared with the traditional control associated with sampling and cooling of sam-
ples, the operational pH control using conductometric sensors installed in the heat conductor of the steam generators
and working at 7 and P close to the operating ones, is more objective and practically inertia-free [7, 8]. In pH calcula-
tions for the liquid phase in [7], the experimental data on K, LiOH [8], K,, ionic product [9], and ¢ dielectric capaci-
tance for water [10] were used. C concentration of LiOH aqueous solutions was determined in terms of C LiOH=f (
LiOH) r—c,ns, the dependences obtained on the basis of the experimental data on y solutions.

Under measuring y solutions in the vapor phase (especially for small p and C), when the polar properties of the
solvent are weakened, the dissociation degree of LiOH is small, and the resistance of the interelectrode space of the
measure cell of the conductometric converter can become commensurate with the resistance of the electrical insulator,
which will lead to large errors in determining y [8].

For the practical implementation of the high-temperature operative pH control, the necessary data on A, and
K, can be obtained in the studied range of the state parameter variation through the mathematical simulation technique
and be presented in the form of equations.

Research Results. Considering the analysis of existing methods, this paper proposes a method for testing pH of
LiOH vapor solutions based on the determination of C LiOH in steam through the vapor condensation in the conductivi-
ty sensor with a cooled capillary [11] placed in the vapor space of the steam generator in the coolant flow. In this case,
C LiOH in steam is equal to C LiOH in the vapor condensate and can be determined from C LiOH=f (y LiOH) r—cons:
dependences obtained for the liquid phase [7]. Vapor condensation can significantly improve the accuracy of determin-
ing yx and C [8]. The pH calculations for LiOH vapor solutions were performed according to the procedure described in
[12] using data from [8] on K.

To assess the effectiveness of using LiOH for corrosion protection in SCWR fourth-generation atomic reactors, the
authors [6] calculated the pH of LiOH aqueous and steam solutions at P = 25 MPa in a wide variation range of p, T, C,
on the basis of the experimental data on K, [13—15]. Besides, an empirical equation for calculating K, molal Kon con-
stant [16] in p variation range from 50 to 1000 kg / m® and 7 from 373 to 873 K is proposed:

log K, = a) + ay/t++ (a3 + as/t)logod + (as + as/t)-(logd)’,
where 0=p/p.; ==T/T.; p., T, is the solution density and temperature at the critical point; a;, a,, a3, a4, as, ag are con-
stants.
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In superheated steam, with a decrease in p and T K; LiOH reduces, the difference between pH H20 and pH of
LiOH steam solutions decreases, which reduces the effectiveness of corrosion protection of the structural elements at
high P and T. The authors have calculated the pH values of LiOH steam solutions at P = 25 MPa; T =673, 723 and 773
K for C:10’6, 107, 10’4, 107 and 1072 mol/kg. The experimental data on K, LiOH [8], K,, ionic product [9], and ¢ die-
lectric capacitance of water [10] were used in the calculations. Fig. 1 shows pH dependence of aqueous and vapor LiOH
solutions on p at P = 25 MPa for C=10"°-107 mol/kg.

In the area of p <330 kg/m’, the authors [13—15] did not perform experimental studies; therefore, the figure
shows only the results of calculating pH of LiOH using the data on K, LiOH obtained by the authors’ equation [16].
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Fig.1. pH dependence of LiOH aqueous and steam solutions on p density at P = 25 MPa: 1 — H,0; 2,3,4,5,6 — C LiOH =10, 107,
10,103, 102 mol/kg; A, o is calculation of pH from data on K4 [13-15 ] and [8]; 2,3,4,5,6 lines are calculation of pH according to
K4 data obtained from equation [16].

A, and K, values [8], which are necessary for creating equations describing the change of A, and K, with
changing p and 7, are given in Tables 1 and 2 in comparison with the data from other authors. These values were previ-
ously obtained by the authors on the basis of the measurements of the electrical conductivity of high-temperature LiOH
solutions.

To create equations describing A, behavior on the saturation line, in order to reduce the error of data approxi-
mation, p variation range was divided into 2 parts (from 100 to 500 and from 500 to 958 kg/m’), for each of which an
equation of the following form was proposed:

Ao=bop’ +byp*+byp + by,

where b, by, by, b; are definable constants; p is density of the solution, kg/m3. b, by, by, b; values for p = (100-500)
and (500-958) kg/m’ are —0.000004; 0.005878;

—2,810,820; 1942.943226 and —1.25711 107; 0.024177411; —16.58559801; 5334,222549 respectively. For pK,~—
logo values, the values of d;—d coefficients are calculated in the equation similar to that presented in [16] and given
above:

pK=d, + dy/t + (ds + dy/1)-log 108 + (ds + dg/1)(logd)’,

where d=p/p.; =T/T; p., T, are density and temperature of the solution at the critical point; dy, d,, d3, d4, ds, d¢ are
constants.

When calculating d,—d constants, we used previously obtained experimental data on K, [8]. On the saturation
line, we considered only our own experimental data. Calculations for the superheated steam at 7= 673.15 and 773.15 K
were made in two versions: in the first one, only the author's data on K, [8] were considered, in the second — all the data
given in Table 2.
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Table 1

Dependence of A, LiOH limiting molal conductivity on p density

on saturation line and in superheated steam

3 A,-10, cm'm’ / kmol
p, kg/m Saturation line T=673K T=773K
100 1710[8] 1675[8] 1665[8]
130 1675[8] 1630[8] 1620[8]
160 1630[8] 1590[8] 1575[8]
200 1575[8] 1550[8] 1545[8]
300 1510[8] 1480[8] 1475[8]
400 1475[8] 1460[8]; 1392[13] 1455[8]
433 1452[15]
500 1450[8] 1435[8]; 1539[13] 1428[8]; 1574[13]
600 1370[8] 1380[8]; 1355[13] 1388[8]; 1377[13]
621 1277[15] (P = 23.86 MPa) - -
700 1265[8] 1275[8]; 1270[13] 1276[13]
714 1189[15] (P = 9.52 MPa) . .
800 1100[8] 1088[13] 1109[13]
871 1017[15] (P = 9.91 MPa) - -
917 780[8] - -
922 754[15] (P = 9.4 MPa) : -
950 594[13] - -
958 573[8] - -

For the saturation line: d,=119.50984; d,=—115.33347; d;=174.20233; d,=167.90533; ds=143.78368,;
ds=183.09356.
For the first version of the calculation for the superheated steam: d,=7.6323975; d,=—3.214114; d;=10.9289;
d4=2.5463453; ds=10.34132; dc=15.190972; for the second version of the calculation: d,=10.113404; d,=6.133638,;
d;=17.85984; d,=8.888042; ds=8.405401; ds=14.648395.
The percent deviations of the experimental values of A, and pK, from those calculated by the proposed equa-

tions are pre

sented in Table 3.

Table 2
Dependence of negative logarithm of Koff constant of LiOH pK4
on p density on saturation line and in superheated steam
3 pK,, mol/kg
p. kg/m Saturation line T=673.15K T=773.15K
100 10.04[8] 10.07[8]; 11.06 [16] 10.16[8]; 13.34[16]
130 8.41[8] 8.56[8] 8.67[8]
160 7.24[8] 7.32[8] 7.69(8]
200 6.25[8] 6.42[8]; 6.45[16] 6.89[8]; 8.16[16]
300 4.40[8] 4.69[8]; 4.13[16] 5.20[8]; 5.64[16]
379 3.48[15]
400 3.86[8] 3.98[8]; 2.82[16]; 3.14[13] 4.31[8]; 4.01[16]
433 3.1[15]
500 3.28[8] 3.38[8]; 2.81[13] 3.43[8]; 3.15[13]
600 2.52[8]; 2.45[8]; 2.32[13]; 1.26[16] 2.58[8]; 2.43[13]; 1.97[16]
650 2.13[13] 2.25[13]
700 2.08[8]; 2.01[8]; 1.83[13] 2.07[13]
712 1.59[17]
750 1.82[13] 1.89[13]
800 1.63[13]; 0.343[16] 1.65[13]; 0.753[16]
807 1.41[15] (P =11.02 MPa) - -
922 1.29[15] (P =9.4 MPa) - -
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961 | 1.03[15] (P=4.88MPa) | - | -

Table 3
Deviation (in%) of experimental values of limiting equivalent conductance (8A,) and negative logarithm of molal Koff
constants (6pK ) from values calculated by equations

OA, OpK 4
p, . T=673,15 K 7=773,15K 1 T=673,15 K 7=773,15K
3 Saturation .. . . . .
kg/m line Saturation line 1 calculation calculation ver- 2 calculation 2 calculation
version sion version version
3.40[8]; 5.86 10.9[8];
100 0.36[8] 0.04[8] 1.20[8] 1.36[8] [16] 15.5[16]
130 0.47[8] 0.23[8] 0.18[8] 1.22[8] 2.42[8] 11.7[8]
160 0.28[8] 0.33[8] 2.62[8] 1.86[8] 3.42[8] 10.5[8]
0.52[8]; 5.95[8];
200 0.34[8] 0.11[8] 0.92[8] 0.39[8] 0.98[16] 10.5[16]
3.86[8]; 1.99[8];
300 0.09[8] 2.50[8] 0.29[8] 9.17[16] 5.96[16]
379 3.05[15]
14.8[8];
.44[8];
400 0.03[8] 0.12[8] 4.99[8] 4.07[8] 20.2[16]; 0656[[186]]’.
7.96[13] ’ ’
433 0.41115]
21.77(8]; 8.78[8];
500 0.09[8] 0.16[8] 8.95[8] 2.40[8] 5.90[13] 0.6713]
13.72[8]; 5.24[8];
600 0.10[8] 0.17[8] 4.56[8] 6.11[8] 8.89[13]; 0.60[13];
67.8[16] 24.1116]
650 - - - - 10.6[13] 4.02[13]
14.38[8];
700 0.44[8] 0.05[8] 7.82[8] - 5.95[13] 8.03[13]
750 - - - 14.2[13] 11.5[13]
800 0.26[8] - - - 12.8[13] 11.3[13]
917 2.27(8] - - - - -
958 1.51]8] - - - - -

Discussion and Conclusions. As obvious from Fig. 1, pH values of LiOH obtained by the authors at 7= 673 K
are lower compared to those obtained through calculating [6] by a mean of 0.2; at 7= 723 K, they are higher by 0.1-0.2;
at 7= 773 K, they are higher by 0.1-0.7 pH units.

Thus, the error ratio of the data on pH of LiOH in the superheated steam obtained by the authors and presented
in [6] goes up with increase in 7 and C. Such a mismatch may be considered satisfactory if it is remembered that with
decreasing p to 200—-100 kg/m’, the experimental data [8] error on K4 LiOH increases to 180%, and, moreover, the au-
thors [6] did not use the experimental data on K, equation at p <330 kg/m3 .

The deviation of the experimental values of A, and pK, from those calculated using the equations proposed in
this paper on the saturation line does not exceed 1%, and only at p =917 and p = 958 kg/m’, it reaches 2.27 and 1.51%
for A, (Table 3). In the superheated steam at 7= 673.15 and 7= 773.15 K for the first version of the calculation using
only the author’s experimental data on K, [8], the greatest deviation of the experimental data of pK, from the calculated
one does not exceed 2.5% at p = 100-300 kg/m’ and goes up to 8.95% with an increase in p to 400-700 kg/m’. For the
second version of the calculation, considering the data of all authors presented in Table 2, the greatest error of calcula-
tion by the equation at p = 100-300 kg/m’and 7'= 673.15 K; T = 773.15 K reaches 15.5% for these authors [16], and at
p =100-300 kg/m’ and T=673.15 K; T="773.15 K — 67.8%.

Based on the analysis of the obtained results, it can be concluded that the use of LiOH as a corrective additive
for pH control in order to prevent corrosion damage to structural elements of SCVR advanced atomic reactors of the
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fourth generation creates no difficulties at 7<673.15 K and P = 25 MPa. With an increase in temperature already at 7' =
773.15 K, for effective corrosion protection, it is necessary to raise C LiOH to 102 mol/kg, which puts forward the task
to study the vapor solvability of LiOH at these state parameters.

The proposed method of operative control of pH of LiOH vapor solutions and mathematical models for calcu-
lating A, and K, provide the capability to determine pH using a measuring-computing complex that runs continuously
in automatic mode; it has a short signal delay time, and it provides an acceptable for practical calculations error of
measurement results.

The application of such devices in modern systems of chemical-engineering monitoring at TPPs and NPPs will
significantly improve the reliability of pH operation control and forecasting techniques of LiOH behavior of in the va-
por-water circuit.
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1,2,3
Introduction. 1t is known that the quality of products from
sintered hardmetals, if the fabrication technique is not
violated, is determined by the phase composition and an
average grain size of the carbide phase. However, hard alloys
have a disadvantage inherent in all products of powder
metallurgy - the inhomogeneity of the structure and the
corresponding variation of properties. Traditional methods of
monitoring the structure and phase composition according to
the results of selective destructive tests prevent from receiving
quality data under the production conditions and do not
guarantee the identity of the properties of all batch products
under study. The major method of non-destructive quality
control of hard alloys is coercimetry, but domestic
coercimeters are currently not produced. In this regard, the
work objective is to create a domestic data measurement
system for non-destructive quality testing of hard alloys and an
assessment of the reliability of the results obtained with its
help.

Materials and Methods. Cylindrical and spherangular rods
with the diameter of 4 to 10 mm, made of alloys of VK8 and
VK10HOM grades, were used in the work. The method of
comparison with a certified product was used to determine the
coercitive force in the data measuring system.

Research Results. The coercive force of two batches of
products from hard alloys of VK10HOM and VK8 grades was
measured using the developed data measuring system and
KOERZIMAT 1.097 Hcel coersimeter.

Discussion and Conclusions. The experimental studies show
that the values of the coercitive force of the samples obtained

on different equipment have approximately the same level.

* PaboTa BHINONHEHA B paMKaxX MHHIMaTHBRHOM HIP.
" The research is done within the frame of independent R&D.
" E-mail: irconst@mail.ru, Vialikov@mail.ru, 79043421201 @yandex.ru

JIoHCKOM rocyjapcTBEHHBIN TEXHUYECKUH yHHBEpCUTET, T. PocToB-Ha-JloHy, Poccuiickas denepauus

Bseoenue. VI3BeCTHO, YTO KA4e€CTBO M3ICIHMNA M3 CIICYCHHBIX
TBEPJBIX CIUIABOB, MPU OTCYTCTBHH HAPYIICHWH TEXHOJOTHH
HM3TOTOBJICHUS, oNpenensieTcs (a30BbIM COCTABOM U CPEIHUM
pa3MepoM 3epeH kapOuaHoit ¢a3pl. OfHAKO TBEpAbIC CIUIABBI
001aIal0T HETOCTATKOM, MPHUCYIIMM B TOH WIIM WHOM CTENCHU

BCEM U37eNUsIM MOPOIIKOBOM METaJUTypriu —
HEOJHOPOJHOCTBIO  CTPYKTYppl U COOTBETCTBYIOLICH
Bapuauuenl cBOMCTB. TpaauLMOHHBIE METOABI KOHTPOJISL
CTPYKTYpsl ¥  (pa30BOro cocTaBa, IO pe3yiabTaTaM

BEIOOPOYHBIX Pa3pyIIAIOMINX HCHBITAHWH, HE MO3BOJSIOT
ONEpaTUBHO B YCIOBHAX  MHPOM3BOJACTBA  IOJydaTh
HH(OpPMAIMIO 0 KAauecTBe M HE TapaHTHPYIOT WAEHTUIHOCTU
CBOHCTB BCeX wu3Aeiui ucciaexyemoid mnaptud. OCHOBHBIM
METOZIOM HEpa3pyIIAIONIEro KOHTPOJsA KauecTBa TBEPABIX
CILUIABOB SBJIIETCA M3MEPEHUE KOAPLUUTUBHOHU cuiibl. OnHaKo
OTEUECTBEHHBIX KOIPIHUTHMETPOB B HACTOsSIIEE BpEMs HE
MIPOM3BOUTCS. B CBSI3M ¢ 3THM menbio HacTosmed padoThI
SBJISICTCS ~ CO3JaHME  OTEYECTBEHHOTO  HMH(OpPMAILMOHHO-
HM3MEPUTEIIBHOT0 KOMILIEKCA Il HEpa3pyIIAOIIEero KOHTPOJIs
Ka4ecTBa M3/EJNH U3 CHEYCHHBIX TBEPBIX CIUIaBOB U OLICHKA
JOCTOBEPHOCTH MONYYEHHBIX C €T0 MOMOIIBIO PE3yIbTaTOB.
Mamepuanet u  memoowsi. B paboTe HCIIOIB30BaHBI
LWINHAPUYCCKHE U CHEPOKOHHYECKHE CTEP)KHU AUAMETPOM
or 4 no 10 MM, u3roroBneHHble U3 clu1aBoB Mapok BK8 u
BK10XOM. [lns ompeneneHus] KOIPUUTUBHOW CHIBI B
UH(POPMALIMOHHO-U3MEPUTEIIBHOM KOMIUICKCE HCIIOJIb30BaH
METOJl CPaBHEHUS C aTTECTOBAHHBIM H3/EJIUEM.

Pesynomamer  uccaiedosanusa.  IlpoBenieHbl  M3MEPEHUS
KOJOPUUTHBHOW CWJIBI JBYX MNapTHH H3IENNH W3 TBEPIBIX
crmaBoB Mapku BK10XOM u mapku BKS, BbimomHeHHBIX C
MOMOILBIO pa3paboTaHHOTO UH(POPMALIHOHHO-
HM3MEPUTEIBHOr0 KoMiulekca u kospuurumerpa KOERZIMAT
1.097 Hel.
Obcyarcoenue u 3aKTI0HeHUs. IIpoBenenHsIe
SKCTIEpUMEHTANIbHbIE HUCCIEA0BAHMS MOKA3alld, YTO 3HAUCHMS
KOJOPUUTHBHOW CHIBI 00pa3loB, IOJy4eHHBIE HAa Pa3HOM

060py[[OBaHI/II/I, HUMCIOT IPUMEPHO OZ[HHaKOBLIﬁ YPOBCHb.
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The inhomogeneity of the structure characteristic of sintered
hardmetals being a fabrication technique effect is confirmed.
Providing that the relative error of measuring the coercitive
force for each sample should be within £ 6%, the results
obtained can be considered satisfactory. It is shown that the
measurement algorithm proposed and implemented in the data
measurement system through comparing the characteristics of
the tested and certified samples with the known coercitive
force, allows the manufacturer of hard alloy products to
expand the sample of inspected products up to 100%, and to
significantly reduce the costs for non-destructive testing of
products.

Keywords: hard alloys, non-destructive quality control,
coercitive force,
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[TonTBepkaeHa, Kak CIEICTBUE TEXHOJOTUH IPOU3BOJCTBA,

XapakTepHast TSt CIIEYCHHBIX TBEPABIX CILJIABOB
HEOJAHOPOTHOCTb CTPYKTYPBHI. YUHUTHIBAs, YTO OTHOCHTENIBHAS
MOTPEIIHOCTh M3MEPEHUN KOAPUMUTUBHOM CHIIBI JJIS1 KaXKA0ro
oOpa3na J0JDKHAa HaXONWThCS B Tpenenax £ 6 %, MOXKHO
CUMTATh IIOJydECHHbIE pE3yJIbTaThl YHAOBIECTBOPUTEIBbHBIMU.
Iloxazano, 4YTO NPEUIOKEHHBI U  pealn30BaHHBIA B

UHGOPMALIMOHHO-U3MEPUTEIIBHOM ~ KOMIUIEKCE  allFOPUTM
U3MEPEHHS IyTeM CPaBHEHMS XapPaKTEPUCTUK UCIIBITYEMBIX H
aTTECTOBAaHHOTO 00pasla ¢ M3BECTHOH KOAPIUTHBHOI CHIIOH,
HO3BOJISICT HPOM3BOJUTEINIO W3JEIUHA W3 TBEPIbIX CIUIABOB
pacIIUpUTh BHIOOPKY KOHTPONMPYEMBIX H3JCIHH BILIOTH IO
100% u cylecTBEHHO CHMU3UTH 3aTPaThl HA HEPa3pyIIAIOMINi

KOHTPOJIb TIPOAYKIIUU.

KiroueBble cjoBa: TBepible CIUIaBbI, HeEpa3pyLIAIOLINiA
KOHTPOJIb Ka4yecTBa, KOIPLMUTHUBHAS CUia, WHO)OPMAILMOHHO-
U3MEPHUTENbHBIN KOMILIEKC.

Obpasey ona yumuposanus: piopuii, . K. Uadopmanmon-
HO-M3MEPHUTENbHBI  KOMIUIGKC  UIsl  Hepa3pyLIaloliero
KOHTpOJIs KadectBa TBepiabix cmmaBoB / M. K. IeiOpuid,

B. JI. Bsutukos, B. 1. Uraarenko. — Bectauk JloH. roc. TexH.

425 yu-ta. — 2018. — T.18, Ned. — C. 421-425.
https://doi.org/10.23947/1992-5980-2018-18-4-421-425

Introduction. Among the materials obtained through powder metallurgical techniques, hard alloys are widely
used. Their basic composition is finely-divided tungsten and titanium carbides on cobalt binder. The use of products
from hard alloys is due to a number of valuable properties, such as hardness, resistance to friction wear, wearability. At
the same time, the breakdown in the production of powders and sintering features causes the occurrence of structural
inhomogeneity within one batch of finished products, and, as a result, heterogeneity of the long-range operation factors.
Consequently, sampling check of several hard-metal products from a batch using, for example, metallographic analysis
or mechanical testing does not guarantee the identity of the structure and properties of the entire batch.

It is known that the quality of products from sintered hard alloys is mainly determined by the phase
composition, i.e. the ratio of the amount of the ferromagnetic cobalt phase and paramagnetic carbides, and the average
grain size of the carbide phase [1-3]. At the fixed content of a cobalt phase for each grade of carbide material, the
finished product strength is almost completely determined by the carbide graininess [4].

An alternative to destructive testing is non-destructive quality control of hard alloys in terms of coercive force,
which at a first approximation inversely depends on the carbide grain fineness. The coercive force value, along with the
strength characteristics of hard alloys, is introduced into the current standards [5, 6]. However, the absence of
production of domestic coercimeters forces makes manufacturers of hard alloy products use foreign analogues for non-
destructive testing.

Accordingly, the work objective is to create a data measuring system for non-destructive quality control of
products made of sintered hard alloys, and the validation of the control results obtained with it through comparing with
the results obtained using KOERZIMAT 1.097 HclJ coercimeter from “Institut Dr. Foerster GmbH & Co. KG” [7]
which is included in the Russian National Register of Measuring Equipments [8]. The results of the coercive force
measurement on KOERZIMAT 1.097 Hel coercimeter are provided by Serpukhov Tool Plant “TVINTOS”.

Materials and Methods. Test items were cylindrical and spherangular rods with the diameter of 4 to 10 mm
made of alloys of VK8 and VK10HOM grades.

Figure 1 shows the schematic structure of the developed data measurement system [9, 10] which consists of six
functional blocks.
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Fig. 1. Schematic structure of data measurement system

The stabilivolt is assembled on a step-up transformer and is designed to increase the supply voltage up to 300V
and to feed it to the magnetization coil of the measuring unit. The transformer is turned on by a solenoid starter with a
quench circuit, which ensures cushion make-break of the measuring unit. The magnetic starter is controlled by a
microcontroller through a triac connection circuit.

The gage block is a solenoid with a magnetization coil and a measuring circuit fixed inside it (Fig. 2). The
magnetization coil parameters enable to obtain the magnetic intensity inside the solenoid up to 350 kA/m. The magnetic
strength generated in the magnetization unit solenoid enables to measure the coercitive force close to the saturation field
of the material.

The scaler is designed to adjust the measuring signal level for the capabilities of the microcontroller. The
power supplier and relay automation unit is designed to input various types and levels of voltages to the components of
scalers, mathematical processing units, and control and indication elements.

Magnetization coil Control product

AP AF KA P o 04
; <
o / Test coil % Balance coil o

Fig. 2. Measuring unit

The mathematical processing device is designed to calculate and store the signal level corresponding to the
coercitive force of the certified sample and to determine the signal level corresponding to the coercitive force of the
tested product through the comparison technique.

The data measurement system algorithm is as follows:

- certified sample is placed in the measuring unit, the coercive force value is displayed on the indicator
faceplate;

- U, voltage corresponding to the known coercitive force value is measured and stored;

- certified sample is removed from the measuring unit;

- test sample is placed in the measuring unit;

- U, voltage corresponding to the coercitive force value of the test sample is measured and stored,

- coercitive force value of the test sample obtained through comparing U, and U, voltages is displayed on the
indicator faceplate;

- test sample is removed from the measuring unit.

If it is necessary to measure a batch of products of the same grade and of one size with the certified sample, the
measurement process is repeated starting with the 4™ point.

Research Results. The comparative analysis results obtained through measuring the coercitive force values of
24 product samples from hard alloys of VK10HOM grade using the developed data-measuring system (row 1) and
KOERZIMAT 1.097 Hel coercimeter (row 2) are presented in Fig. 3. Similar results for 46 product samples from hard
alloys of VK8 grade are presented in Fig. 4.
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Fig. 4. Coercitive force of samples of VK8 grade

Discussion. The experimental studies have shown that the coercitive force values of the samples obtained
using the KOERZIMAT 1.097 HclJ tool and the data-measuring system have approximately the same level.

Taking into account that the relative error in measuring the coercitive force for the KOERZIMAT 1.097 Hcl
coercimeter is within £ 6%, the comparative tests results can be considered satisfactory.

The variation of coercitive force values of samples within one grade up to 10-12% can be caused by the
following reasons:

- use of powder mixtures from different manufacturers under sintering;

- ignorance of the required process conditions;

- effect of sample configuration on the instrumental data, since lower of the coercitive force values were observed
on spherangular samples as a result of a larger demagnetization factor characteristic of this type of samples.

Conclusion. Thus, comparative tests of the data-measuring system have shown the possibility of its use for
quality control of products from sintered hard alloys. The proposed integrated measurement algorithm is implemented
through the comparison of characteristics of the test samples and the certified sample with the known coercitive force.
This allows the manufacturer of hard alloy products to expand the sample of controlled products up to 100%, to reduce
time on control operations, and to significantly reduce the costs on nondestructive product inspection.
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Stationary model of salt ion transfer in two-dimensional electrodialysis desalting channel in
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Introduction. The theoretical description of the ion transport in
membrane systems in the galvanostatic mode is presented. A
desalting channel of the electrodialysis apparatus is considered
as a membrane system. The work objectives are the develop-
ment and verification of a two-dimensional mathematical
model of the stationary transport of salt ions in the desalting
channel of the electrodialysis apparatus for the galvanostatic
mode.

Materials and Methods. A new model of ion transfer is pro-
posed. It is based on the Nernst — Planck — Poisson equations
for the electric potential and on the equation for the electric
current stream function. A numerical solution to the boundary
value model problem by the finite element method is obtained
using the Comsol Multiphysics software package.

Research Results. The developed mathematical model enables
to describe the stationary transfer of binary salt ions in the
desalting channel of the electrodialysis apparatus. Herewith,
the violation of the solution electroneutrality and the formation
of the dilated domain of space charge at overlimiting currents
in the galvanostatic mode are considered. A good agreement
between the physicochemical characteristics of the transfer
calculated by the models for the galvanostatic and potenti-
ostatic modes implies adequacy of the constructed model.
Discussion and Conclusions. The developed model can inter-
pret the experimental study results of ion transfer in membrane
systems if this process takes place in the galvanostatic mode.
Some electrokinetic processes are associated with the appear-
ance of a dilated domain of space charge at overlimiting cur-
rents. When describing the formation of this domain, it is pos-
sible to find out how the processes dependent on it affect the

ion transfer in the galvanostatic mode.

Bseoenue. CraTbs TOCBSIIEHA TEOPETHYECKOMY OIMCAHHIO
npolecca NepeHoca NOHOB B MEMOPAHHBIX CHCTEMaX B Tallb-
BaHOCTaTUYECKOM peXuMe. B kauecTBe MeMOpaHHOH CHCTEMBI
paccMaTpuBaeTcsi KaHall 00eCCOJIMBAHUSA SIIEKTPOAUATNZHOTO
anmnapara. Llean paGoTel: co3nanue u BepH(HUKALUA IBYMEp-
HOH MAaTeMaTHYecKOd MOJEIH CTAI[MOHApHOTO IIepeHoca
HOHOB COJIM B KaHajle 00ECCOJIMBAHHS DICKTPOAUAIU3HOIO
anmapara JyIs TaTbBaHOCTaTHYECKOTO PeXKHMAa.

Mamepuaner u memoout. IIpennosxeHa HoBas MOJEIb MEPEHO-
ca noHoB. OHa OCHOBaHa Ha cucTeMe ypaBHeHHH HepHcta —
IInanka — IlyaccoHa Uit SIEKTPUYECKOTO IOTEHIMANA M Ha
ypaBHEHUH A1 (QYHKUHUM 3NeKTpuueckoro Toka. IlomydeHo
YHCJICHHOE peIIeHUe KPaeBoil 3aJadM MOMIENN METOIOM KO-
HEYHBIX JJIEMEHTOB C IIOMOINBIO IPOTPaMMHOIO TaKeTa
Comsol Multiphysics.

Pesynomamer uccnedosanus. PaspaboTaHHas MaTeMaTndecKast
MOJIETTb TTO3BOJISIET ONMCATh CTAalMOHAPHBINA HEpeHOC HMOHOB
OMHApHOM COJIM B KaHaJe 00ECCOMBAHUS HIEKTPOIUATNZHOTO
ammapara. [Ipu 3TOM y4YHTHIBAIOTCS HapyIICHUE JJIEKTPOHEH-
TPaJIbHOCTH PAacTBOpa M (HOPMUPOBAHHE PACIIMPEHHOI 0obJia-
CTH MPOCTPAHCTBEHHOTO 3apsja MPH CBEPXIPEEIbHBIX TOKAX
B TaJIbBaHOCTaTH4YECKOM pexkuMme. OO0 aJeKBaTHOCTH MOCTPO-
SHHOH MOJIEJIM CBHJIETEIBbCTBYET XOPOIIee COBMasicHNe QU3u-
KO-XHMHYECKHX XapaKTEPUCTHK MEPEHOCa, PACCUUTAHHBIX II0
MOJIETISIM IS TaJIbBAHOCTATHYECKOTO M IMTOTCHIIHOCTATHIECKO-
IO PEKIMOB.

Obcyarcoenue u 3axaouenus. PazpaboTaHHass MOZENb MO3BO-
JsIeT MHTEPNPETHPOBAaTh PE3yIbTaThl SKCIIEPUMEHTAIBHBIX
UCCIeIOBaHNUI TepeHOCa HMOHOB B MEMOpaHHBIX CHCTEMax,
€CIM IaHHBIA IpoLecC IPOTEKaeT B TajbBaHOCTATUUCCKOM
pexume. HekoTopele 3MEeKTPOKMHETHUECKUE MPOLIECCH CBSI3a-
HBI C TIOSIBJICHUEM PaCIIUPEHHOHN 001aCTH POCTPAHCTBEHHOTO
3apsja IpU CBEpXIpeneNbHbIX Tokax. OnuceiBas popMHUpoBa-
HME YKa3aHHOM 00JacTH, MOXXHO BBIICHHTH, KaKUM 00pa3om
3aBUCAIINE OT Hee IPOIECCHl BIHMSAIOT HAa IEPEHOC MOHOB B

TaJIbBAHOCTATUICCKOM PEXKUME.
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Introduction. Membrane systems form the basis for electrodialysis machines, nano- and microfluidic devices,
which are used in water treatment, agricultural products (milk, wine, etc.) processing, performing chemical analysis,
and in other areas of activity [1-4]. In numerous mathematical models of mass transfer processes in membrane systems
for potentiostatic or potentiodynamic modes, the electrical mode is defined as a potential jump between two equipoten-
tial planes parallel to the membranes. A detailed review of the papers devoted to modeling for the potentiostatic mode is
presented in [5-7].

All the while, in the practice of electrodialysis, electrochemical characterization of membranes (chronopotenti-
ometry, impedansometry, etc.), the galvanostatic mode is often used, in which a constant average current density is
maintained at the interface. A huge amount of experimental data has been compiled about this mode. They must be in-
terpreted [8—10]. Studies in the mathematical modeling of the galvanostatic mode are conducted in several directions.

The first direction is the inverse problem method. As is clear from the name, this is about solving an inverse
problem: for the specified current density at the “solution — membrane” interface, the corresponding potential jump is
found, and then the problem for the potentiostatic mode is considered [11]. The low efficiency of this method is due to
the fact that its implementation requires multiple solutions to the problem in potentiostatic mode for one given value of
current density.

The second direction is the decomposition method. In this case, the system of Nernst — Planck — Poisson equa-
tions is replaced by a system of decomposition equations [12—16]. The assumption of a quasi-uniform charge distribu-
tion enables to obtain a model for the galvanostatic mode in the approximation of Ohm's law [17-20].

The third approach can be called the direct method. In this case, the equation replacing the Poisson equation is
derived for the current density in the desalination channel [21].

The galvanostatic mode can be described differently — by numerical solution to the Nernst — Planck — Poisson
equations for an electric potential with a special boundary condition that allows the current density to be set as a param-
eter specifying the electrical mode in the system. In [22, 23] for the one-dimensional case, the time derivative of the
electric potential gradient was determined as an explicit function of the current density. This distinguishes the authors’
approaches from potentiostatic models in which the difference of potentials is set.

This paper presents a stationary model of the ion transfer process in membrane systems for the galvanostatic
mode. It is based on the Nernst-Planck-Poisson equation system with the boundary condition that enables to establish
the current density as a parameter that sets the electric mode in the system. This solution is similar to [22, 23]. The dif-
ference is that the proposed model is two-dimensional and considers the variability of the current density along the
channel.

Materials and Methods. The desalting channel of the electrodialysis apparatus (EDA) formed by the anion-
exchange (AEM) and cation-exchange membranes (CEM), is taken to mean a membrane system. A binary electrolyte
solution is pumped through it at ¥ average rate.

In Fig. 1, x is a coordinate normal to the membrane surface varying from 0 (border with AEM) to / (border

with CEM); y is a tangential coordinate to the surface of the membrane varying from 0 (channel entrance) to / (channel
exit).
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Fig. 1. Scheme of EDA desalination channel. Concentration profiles of C cations (solid line) and C, anions (dot line),

V forced flow rate are shown.

(System of equations. Consider a two-dimensional stationary case of the system of equations describing the
transfer of a binary electrolyte with no chemical reactions [24]:

j. =—iz,.D,. C,V¢-D,VC,+CV, i=1,2, (1)
RT

—divj =0, i=1,2, (2)

€,8,A0 =-F(z,C, +z,C,), 3)

[=F(zj, +2,),)- )

Here, ]',., D,,z;and C, are, respectively, flux, diffusion coefficient, charge number, and molar concentration of the i-
th ion; ¢ is electric potential; V is flow rate of the electrolyte solution; g, is electric constant; ¢, is relative dielectric

constant of the electrolyte solution (assumed to be constant); 7 is current density; F is Faraday constant; R is gas con-
stant; T is absolute temperature; J,, /,, I, ¢, C, , C, are unknown functions of x and y coordinates.

The Nernst — Planck equations (1) describe the ion flux due to electromigration, diffusion, and convection; (2) is
the material balance equation in the stationary case; (3) is Poisson’s equation for the electric field potential; (4) is cur-
rent density in the electrolyte solution. We assume that the velocity distribution in the channel corresponds to the
Poiseuille flow [24]:

X X
V=0, V, =6V, Z[I_Zj ©)

To determine the unknown functions listed above, it is necessary to set boundary conditions for the system (1)
- (3). Let us consider two electrical modes: potentiostatic, when the potential jump at the system boundaries is set con-
stant, and galvanostatic, when the density of the current flowing through the interface is constant.

Boundary conditions for modeling potentiostatic mode. We assume that the surfaces of ion-exchange mem-
branes are equipotential. The system (1) - (4) includes the potential of the electric field only in the form of derivatives

with respect to the spatial coordinate. In this case, only Ad = ¢(%, ) — (0, y) potential jump is significant, where A¢ is
a known function, so we set, for example:
$(0,y)=0. (6)
Then
A(T) = const . (7
The conditions (6) and (7) determine the potentiostatic mode. Other boundary conditions are given below.

At the “AEM - solution” interface (x = 0), the concentration of coions (cations) is determined from the condi-
tion of continuity of their flow at the “membrane — solution” boundary considering the selective AEM properties [16]:.

1-7,)1.(0
[£+izlcl@j(o, ):( 2) x( ’y), (8)
Ox RT Ox z,FD,
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where T; (i = 1, 2) are effective numbers of transfer of counterions in the membrane (CEM and AEM, respectively); T;
are numbers close to 1, and also for 7, =11ideally selective membrane, and the condition (8) turns into the condition of

membrane impermeability for coions.

The concentration of counterions (anions) depends on the exchange capacity of the CEM, which can be specified
as:

CZ (07y): C2m :N

a

c,. ©)

Here, N, constant shows how many times this concentration differs from the concentration in the volume of the solution
[25].

At the “solution - CEM” (x = /) interface for ion concentrations, the conditions similar to those at the “AOM - solution”
(x = 0) border, are accepted:

C (h,y)z C,=N.C, (10)
1-T)I_(h

[a—cuizzcﬂj(h,y):—( L) (an
ox RT ox z,FD,

At the channel entrance (y = 0) a uniform distribution of ion concentrations is assumed:
C (x,0)=C,, i=12. (12)

The condition for the potential of the electric field is obtained from the equations (1) and (4) considering the
absence of current flow through 7, input (x, 0, £) = 0:

09(x,0) _ : RT2 2D, oC, (x,0) +2,D, oG, (x,0) . (13)
oy F(z; D, +z,D,)C, oy
At the channel exit (y = /), ions are freely carried by the solution flow:
mj)=@;£%y2QW%QVQ+QW=Q%J=LI (14)

The system (14) also means that the sum of the diffusion and migration tangential components of the anions

and cations flow is equal to 0:
oC, F
——’——ziCi@ (x,0)=0,i=12. (15)
oy RT oy
A “soft” condition is accepted for the potential, meaning that there are no sharp changes in the potential at the
channel exit:

[
@@ﬁ_o (16)

The boundary problem, which includes equations (1) - (4) and boundary conditions (6) - (16), simulates the po-
tentiostatic mode, and its control key condition is (7).

Boundary conditions for simulating the galvanostatic mode. Under the simulation of the galvanostatic mode,
the condition (6) remains, and (7) should be replaced by the condition related to the specified value of i, average cur-

rent density at the “solution — CEM” interface (x =4 ).
To derive such a boundary condition, we substitute the relations (1) into (4) and express the gradient of the
electric field potential:

Vo= RT

“FEDC ey T FEDVE +2DYC) - FaC+ 5,0, (17)
1711 27722

Assuming x = A in (17), we obtain the relation that connects the gradient of the electric potential with the given
value of the current density at the boundary, that is, the boundary condition at the “solution — CEM” interface:
oC, ocC,
__RT Ix +FZ1D1 E"PFZZDZ E

F 22D,C, +z.D,C,

(h,y). (18)

In this case, /_ current density must satisfy the condition:

17 _
L=, (19)
0
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The mathematical model of the galvanostatic mode consists of the system of equations (1) - (4). The boundary
conditions (18) and (19) replace the condition (7). The other boundary conditions coincide with those for the potenti-
ostatic mode.

The potential jump in the galvanostatic mode is a calculated value.

Transformation of the boundary conditions for simulating the galvanostatic mode. The condition (19) is incon-
venient for a numerical solution, since it contains an integral. One of this condition conversion options is given below.

In the stationary case, the current density is a solenoidal vector. Indeed, if we multiply (2) by z,and sum up,

then div/ = 0 . Consequently, there is such 1 function that

M_p, Mo (20)
ox 7 oy

Using m function, the conditions (18) and (19) are rewritten as follows:

; o7l g—” +Fz,D, —aacl + Fz,D, 7666’2
X X
_(p(h’ )___2 4 2 2 (h,y), (21
ox F z,D,C, +z,D,C,

1 1 1 ,

10y == [ D yydy = =m0y =1, . (22)

Iy [y 0y /
The equation (22) can be rewritten as:

N, ) —n(h,0) =—i,l . (23)

To close the expression system, it is necessary to obtain an equation for n function. To this end, as in [15, 16],

we inject a linear differential operator, which is a vortex function (rotor) in the two-dimensional case, for ¥ arbitrary

two-dimensional vector:

- ow, ow
r(Ww) = L= (24)
ox Oy
It is easy to check that:
1) »(Vu) =0 for any u smooth function;
2) r(uW) = (Vu, 1/17)1 +ur(W) for any u smooth function and any 7 smooth vector .
Here, (Vu, I/Iﬂ/)1 = a—uVK —6—qu is skew-symmetric scalar product of Vu and W vectors, moreover, (d, a), =0is for

v

any a vector.
Applying (24) to the equation for current density (4), we obtain:

r(I) = Fz,r(j)+ Fz,r(Jy)- (25)

Using the formula of flows (1), we obtain the ratio:
r(j) = —%ziD,.r(ClVd)) -Dr(VC)+r(CV), i=12. (26)
Hence, considering the properties of » operator:

5 F , =
rG)= =27 aD, (VC. Vo), +(VC.7) +Cr(7), i=1,2. @27)

..ol
Considering (27) and (/) = a—} —% = An, the equation (25) can be written as:
x oy

2
An :_F_. 212D1%+Z§D2% 6_@_ 212D1%+222D26i 6_(p +
RT Ox ox ) oy Oy Oy ) ox (28)
ov,
+F 21%+22ai V - F 21%+22ai V.+F (zlc1 +22c2) —y—% )
ox ox )’ oy oy ) ox oy
It follows from (28) and (20) that n function is determined up to a constant, therefore we can assume:
n(h,0)=0. (29)

Then we obtain from (23)
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n(h 1) =il (30)
The conditions (29) and (30) are boundary for m function.

Mathematical model for the galvanostatic mode in a dimensionless form. For a numerical study of boundary
value problems, it is convenient to go to a dimensionless form. So we can simplify the equations and find out the actual
number and set of parameters that determine the system behavior. Dimensionless variables describe a class of similar
processes characterized by the same value of dimensionless numbers.

Characteristic values describing the problem. When simulating mass transfer processes in the EDA desalina-
tion chamber, a number of characteristic values are taken:

- for spatial coordinates — 4 intermembrane distance;

- for ion concentrations — C; volume concentration of the electrolyte;
- for speed — ¥, average speed of the forced flow;
- for diffusion coefficients — D =D D, (z, -z ,) / (D, z —D, z ,) diffusion coefficient of the electrolyte;
- for electric potential — @, = RT/F thermal potential;
- for current density — iy = FDC, /h value (analogue of the limiting density of diffusion current);
- for ion flow — j, = DC, /h diffusion flow.
Transition formulas. We translate the equations into a dimensionless form through the following relations ( ()

index denotes the dimensionless variants of quantities):

RO @ Y w :L & :K c® :Q i=12
h h h V, C, 31)
u (I) T(u l - u n T(u 1 T, u D,
o =" I1YV==0In"=—e jY=—7i=12 D" =L
by Iy FDC, 1 Jo l D
The system of equations in a dimensionless form has the form ( (1) index is omitted for simplicity):
Ji ==z,D,C,Vo—D,VC,+PeCV, i=1,2, (32)
~divj =0, i=12, (33)
eAp=—(z,C, +2z,C,), (34)
An=- [szl %, p, aﬁj@— 2p %, op % |00,
ox ox ) oy oy dy )ox (35)
ov, or
+Pe(zl %—i-zz %jV —Pe| z, %+zzai Vo +Pe(zic,+2,0,)| ————1|,
Ox ox )7 oy oy ox oy
[ =2z} +2,,. (36)

The system of equations (29) - (35) contains two dimensionless numbers: the Peclet number Pe =V h/D and
e=¢,gRT / (C,/*F?) . The physical meaning of & parameter is that it is double square of dimensionless Debye length -
2
I,: €=2(1,/h) [5].
Estimation of the parameter values shows that under natural conditions for electrodialysis, the Peclet number
has 10> —10° order, € number has 10" — 1077 order, that is, it can be considered a small parameter.

For computational convenience, we transform the system of equations through plugging the flux density (32)
in the equations (33) and (36):

div(~z,D,C,Vo-D,VC, +PeCV)=0, i=1,2, (37)

[ =Y z(-2D,CV$~D,VC,+PeCF). (38)

2
1
=1

Thus, the system of equations contains the following unknown x, y functions: C, C,,4, I, I, . The fields of
C,, C, concentrations and ¢ potential are determined by solution to the equations (37), (34), respectively. 7, [, current

density components are calculated using (38). Speed distribution (5) in dimensionless form:
V.=0, Vy:6x(1—x). 39
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The presence of € small parameter in the Poisson equation (34) means that the boundary problem is singularly
perturbed. This significantly complicates its numerical solution, since such problems are stiff [26]. ¢ potential of the
electric field and C,, C, ion concentrations change very quickly in a narrow boundary layer whose thickness is equal to

I, Debye length [5].
To solve this problem, it is advisable to compact the computational grid in the boundary layer and use special

methods for solving stiff problems [26].
Boundary conditions in dimensionless form. At the “AEM — solution” interface (x = 0):

ac, ) (1-7,)1,(0, )
—+z(C =L ()’ = - 40
[ ox “ lﬁx)( y) z,D, (40)
G, (0,y)=N,, (41)
¢(0,7)=0, (42)
o
—(0,y)=0. 43
ax( ) (43)
At the “solution — CEM” interface (x = 1):
C (l,y) =N, (44)
oc, o9 (1-7)7(Ly)
+2,C,— |(L,y) = , 45
[ Z Zaxj( J’) -.D, (45)
—a—n+zD %+Z D %G,
11 22
B yy=] 2O Oy, (46)
ox ZIZDICl +Z§D2C2
o
— (1L y)=0. 47
= (1Y) (47)
At the channel entrance ( y = 0):
C (x,0)=1, i=12, (48)
a9(x,0) _ : 1 : (21D1£+22D28&j(x’0)’ (49)
Oy z;D +z,D, oy Oy
n(x,0)=0. (50)
At the channel exit (y =1/):
—g—ziq@ (x,l)=0,i=1,2, 51
oy oy
Z—¢(x,l) -0, (52)
Y
n(x,l)=-i,l, i, =const. (53)

After numerical calculation of the system (34), (35), (37) - (53), Ag potential jump in the desalination channel

is determined by the formula:

Ap=1[o(Ly)d. (54)

The numerical solution is found by the finite element method using the Comsol Multiphysics package on an
uneven computational grid (the density of grid elements is increased at the “solution — membrane” boundaries) [27].

Research Results. The calculations are performed for e = 1,9-107, Pe = 2355, which corresponds to the fol-

lowing values of the system parameters:

- input concentration of the electrolyte solution of NaCl: Cy = 0.1 mol/m’;

- temperature: 7= 298 K

- diffusion coefficients of cations and anions, respectively: D; = 1.33- 107 mz/s, D,=2.05" 107 mz/s;

- numbers of counterions transfer in the membranes: 7, =0.972, T, = 1;

- ion charge numbers: z; = 1, z, =—1;

- ratio of the counterions concentration at the boundary with the membranes to its value at the channel en-
trance: N.=N,=1;
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- channel width: /=107 m;

- channel length: /=210 m;

- rate of the solution pumping: V=3,8:10" m/s.

Fig. 2 shows the fields of C; u C, concentrations, ¢ potential and 1 functions calculated at i,, =1,5i;,, current
density, where i, is the limiting current density determined by the Leveque formula (in dimensionless form) [28]:

1 th 1/3
i = 1,47[ 0] -0,2]. (55)
T 1

ID

1

Here, ¢, = 0.395 is kation transport number in the solution [9].
[

6)

Fig. 2. Concentration fields of cations C; (@) and anions C, (b), ¢ potential (c) and n function (d). Model calculation for
galvanostatic mode at i,, =1.5 j,  current density.
The forced flow acts in the channel, therefore in the areas near the membranes, the depletion of the ion concen-
tration increases with distance from the channel entrance (along the direction tangential to the membrane surfaces). Ac-
cordingly, the thickness of the expanded space-charge region increases along the channel (Fig. 3).
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Fig. 3. Results of numerical calculation based on the model for galvanostatic (solid lines) and potentiostatic (dot lines) modes at
i, =1,5i,  current density in cross sections y = 0,1/ (1), y=0,4/ (2), y=0,9/ (3): C, and C, concentration profiles (a); en-

larged fragment of fig. 3, a (b); p = z,C, + z,C, space charge density (c)

The volt-ampere characteristic (VAC, curve 1 in Fig. 4) is calculated on the basis of the galvanostatic model.

In this case, the specified current density changed: i,, = 0; 0,0057,,,; ...; 1,5i,,,.

a0 -

| 1 = om 22 e 3
30 - -
&
20 -
10
T T T T T T T T T T T T T T T T T T T 1
0 10 20 30 40
Ag
Fig. 4. VACs calculated on the models for galvanostatic (1) and potentiostatic (2) modes; iy, limiting current density (3) determined
by formula (55)

The limiting current density is determined by the point of intersection of the tangents to the VAC in the initial
part and on the inclined plateau [5]. Here it coincides with i, value estimated using the approximate Leveque formula
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(55). Besides, the VAC was calculated on the basis of the potentiostatic model under a change in the potential jump A
=0; 0.4; ...; 40 (curve 2 in Fig. 4). As Fig. 4 shows, VAC 1 and 2 are congruent. Thus, there is a unique correspondence
to each potential jump of a certain current density, and vice versa.

Fig. 3 and 4 demonstrate a fairly good agreement of various physicochemical transport characteristics calculat-
ed on the models for galvanostatic and potentiostatic modes. This proves the adequacy of the model of the transport in
galvanostatic mode built by the authors.

The computational costs of the proposed model were estimated as follows. The time spent on solving boundary
value problems for the galvanostatic and potentiostatic modes was recorded. Herewith, the specified accuracy values of
the calculations and the system parameters were the same, andi,, =1,5i, . Then time indicators were compared. Thus,

it has been found that the calculation on the galvanostatic model requires 1.6 times more time. This is due to the fact
that:

- galvanostatic model contains an additional equation for determining the current density distribution;

- for the potential at x = 1boundary, the condition of the second kind (46) is established.

Complex potential of the electro-membrane system for the galvanostatic mode. In [25], a generalization of the
impedance of an electrochemical system using m function introduced under the electroneutrality conditions was pro-

posed. A similar generalization is acceptable in this case. Note that when using electrochemical impedance, an object is
considered only as a “black box”, and its intrinsic properties are determined indirectly. The results obtained above ena-
ble to introduce the concept of a complex potential of the electro-membrane system: P =¢+i-mn. Complex potential is

a coordinate function of any point inside the object, therefore, unlike the electrochemical impedance, it allows us to
explore the intrinsic properties of the object.

Discussion and Conclusions. A new technique of mathematical simulation of the stationary process of mass
transfer in the galvanostatic mode for membrane systems is described. In this case, the two-dimensional case is consid-
ered with the use of a special boundary condition that enables to specify current density in the system. The equations for
the current electric function are presented. The numerical solution results for potentiostatic and galvanostatic models are
in good agreement. This shows the adequacy of the proposed transport model in the galvanostatic mode.

The developed model makes it possible to interpret the experimental studies results of the ion transfer in mem-
brane systems if this process proceeds in the galvanostatic mode. Some electrokinetic processes are associated with the
appearance of a dilated space-charge region under over-limiting currents. The description of the formation of this region
allows us to find out how the processes dependent on it affect the ion transfer in the galvanostatic mode.
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HpnMep OLICHKH 0JIM30CTH YiupaBJ/ieHUH, CHHTE3MPOBAHHBIX Ha OCHOBE NIPUHIMIIA MAKCUMYMa U M€TOAA AKAP

B. IL. Jlanumn', U. A. TypKl/lHZ, B. B. XpI/ICTO(])OpOBaS**

1,2,3

Introduction. A special case of synthesizing the same
electromechanical control system by the Pontryagin maximum
principle and by the synergetic synthesis method is considered.
The task was to solve the synthesis problem of the time
optimal electromechanical position control system; herewith
the travel resistance modulus linearly depended on the output
coordinate of the system. This approach to the selection of the
synthesis problem was because the synthesis of time optimal
systems is one of the most widespread problems, and it is
solved by increasing the efficiency of the existing control
systems.

Materials and Methods. Synthesis of the time optimal linear
control system based on the maximum principle is a widely
accepted problem in the modern control theory. However, the
procedure of synergistic synthesis does not have such
formalization. This being the case, the paper suggests an
approach that brings together these two methods, which, in our
opinion, will increase the efficiency of the synergistic
synthesis method through adding some features of the
synthesis methodology for optimal systems.

Research Results. The paper formulates two key concepts. The
first one is as follows: the application of the maximum
principle for an object of the DC motor class when
synthesizing the positioning algorithm under the conditions of
linear loading functionally dependent on the engine rotation
angle allows the time optimal system to be optimized. The
second concept states that synthesis of a control system based
on the synergistic approach enables to obtain a system close to
optimal (quasioptimal), but after modifying the synergetic
synthesis method itself. A hypothesis is formulated on the
connection between the introduced
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Beeoenue. PaccMOTpeH 4acTHBIN cliydail CHHTE3a OJHOW U TOH
K€ 3JIEKTPOMEXaHWYECKOW CHUCTEMBl YIPABICHUS METOIOM
makcuMmyma [IOHTpArMHa ¥ METOJOM CHHEPreTH4eCcKOro
cuHTe3a. B KkadecTBe 3ajaunM ObUla ONpeAeieHa 3agada
CHHTE3a ONTUMATBHOU o OBICTPOCHCTBUIO
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3aJayd  CHHTe3a ObUl OOYCIIOBICH TE€M, 4TO CHHTE3
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synergetic synthesis method) time constants with the optimal
switching time of control defined in the maximum method.

Discussion and Conclusions. The synthesis through the
maximum control technique and the ADAR method is
performed. In virtue of the comparison of efficiency of these
methods, a hypothesis is put forward on the possible
compatibility of the studied methods.

Keywords: maximum principle, optimal control, operation
speed, control algorithm, synergetic synthesis, ADAR method.
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Introduction. In the 20th century, the engineering requirements, in particular, in space engineering, put
forward a range of problems for which a new theory was developed — the theory of optimal control [1]. One of the main
techniques for the synthesis of optimal control systems is the maximum principle developed by Soviet mathematician L.
S. Pontryagin and his disciples in the fifties-sixties of the 20th century [2]. The application of this principle is based on
the formalization of the synthesis problem with the transition to the form of the Mayer problem and the subsequent
solution to systems of linear or, in some special cases, nonlinear differential equations [1]. It is worth noting that the
need to solve systems of differential equations, and in the nonlinear case this is not always possible, is in many ways a
limitation of both the maximum principle itself and the whole concept of synthesis of optimal control systems.

In recent decades, a new approach to the synthesis of control systems has been widely adopted. It relies on the
synergetic concept of the analysis and synthesis of systems. The technique used, the author of which is A. A.
Kolesnikov, is called the method of analytical design of aggregated regulators (ADAR) [4-5]. The proposed approach is
based on the concept of synthesis of nonlinear feedbacks. They provide the asymptotic stability of the control system
with respect to the required motion of the attractor in the state space [4]. This method differs from the methods of
synthesis of optimal control systems in the absence of both the optimization criterion of the control system and the
statement of the synthesized control optimality. From the point of view of the implementation of the synthesis
procedure, the ADAR method has an undeniable advantage over the synthesis methods of optimal systems, which is
expressed in the absence of restrictions on the nonlinearity of the system of differential equations [4-5].

From a practical standpoint, synthesis of the process or object management should be able to answer the
question if there is another control that has the property of superiority over all others. Thus, the modern mass production
constantly requires efficiency improvement to ensure market competition. One of the most popular ways to increase this
efficiency is to optimize management processes. This approach is applicable both to the systems of automated assembly
of equipment [6—7] and to the metal-cutting systems, in particular, to drilling control systems in metal-cutting machines
[8—15]. The idea of combining these approaches to synthesis of the control systems has, from the authors’ the point of
view, an undoubted practical effect. In science terms, it is important to combine the ADAR method advantages, which
are expressed in the possibility of considering synthesis of the complex nonlinear process dynamics in mechanical
engineering [16—19], with a neat and definite formalization of the synthesis problem formulation and assessment of its
achievement in the maximum principle [1-2] .

1. Synthesis of basic mathematical model and formulation of research problem

In the modern economy, the direction of the time optimal system synthesis, which enables to obtain a
significant increase in the global system efficiency [7-8], has become a frequent practice. Thus, under solving the
problems of automating the assembly processes of various equipment, the task of attaching different types of parts to
each other [6-7] often arises. Here, the economic efficiency of the entire production process depends on the speed of
this operation. The same situation is observed in metal cutting systems on metal-cutting machines [9-19], in which the
faster the machining process is, the lower the costs of the entire production process. Based on the reasoning, under the
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assumption that it is necessary to synthesize a time optimal control system, which, considering the similarity of the
processes of automated fastening of parts and drilling deep holes, can be illustrated by the following diagram (Fig. 1).

C

DC motor

Fig. 1. Illustration diagram

Fig. 1 shows a DC motor performing either an equipment fastening operation or a feed in a drilling unit. In the
first case, C is the combined load-deflection characteristic of the material that is compressed under twisting. In the
second case, C characterizes a linear increase in the feed resistance under the accumulation of chips in the chip removal
channels of the drill.

The electric drive, which ensures the conversion of electrical energy to mechanical energy of motion of the
system actuators, is the basis for the support subsystem of the control system in both cases considered. Let us assume
that in the present case, such a transformation is carried out by a DC motor with collector control, which is described
through the following system of equations [20]:

U-co=L a +Ri
dt

ci=79%
dt

where U is voltage applied to the engine manifold; i is current consumed by the motor; R, L are parameters of the
electrical part of the engine; J is parameter characterizing the inertial properties of the engine rotor, the reduced

>

inertial moment of all rotating masses; ® is engine rotor speed; M _is external moment of resistance; ¢, ¢, are

mechanical and electric engine constants. In this case, the moment is presented as a function of the angle of rotation of
the engine rotor, that is M = Ca.. With this in mind (1), we rewrite as:

U—co=1% 1 pi
dt

ci=79% ca )
dt
da
— =
dt
We express the current value in the second equation, apply the obtained value in the first equation, and get:
1 LJ d’0 RJ do LC RC
U—-o= —+ —+ o+ a
c, cc, dt” cc, dt cc, cC, 3)
da
22w
dt
We solve the first equation with respect to the highest derivative and rewrite it with the second one, and then
we receive:
do
o
d® Rdo cc, C. RC ¢, )
= ("t )o——a+-—"=U
dt Ld LI J LJ LJ
d . R R
Let us puta=x,0= xz,—m =Xx,; as constants, we introduce —= a33,(%+£) = a32,—C =ay, ,c—’” =b.
t L Li J LJ LJ

Then the system (4) takes the form:
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dx,
- = x2
6?lt
Xy
—= =X . 5
f’ 3 (%)
x’%
— ==, X, — Ay, X, — A, X, + DU
dt 3171 3272 337V3
or in matrix-vector form:
x=Ax+Bu, (6)
0 1 0 0 X, 0
where A=| 0 0 1 |, B=|0|,x=|x,|,u=|0
a3 a3y Ty b X3 U

We take the DC motor whose parameters provide the following constant values: a;;=4.65, a3;,=4.6, a;;=2, as a
drive ensuring the system motion.

0 1 0
A matrix, with this in mind, will take the form: 4=| 0 0 1 |. From knowing 4 matrix, we find A
-4,65 —-4,6 -2

eigenvalues of 4 matrix: A; =—1.2666 + 0.0000i, A, =—-0.3667 + 1.88061, A; =—0.3667 — 1.88006i.

As is clear from the obtained eigenvalues of the matrix, the control system is asymptotically stable according
to Lyapunov [21]. Moreover, we can argue about the oscillatory nature of the processes proceeding in the system, since
the eigenvalues contain not only negative real parts, but nonzero imaginary parts.

2. Synthesis of control by Pontryagin’s maximum principle
First, we formulate the problem of the optimal control synthesis in the following form:

- using the maximum principle for the object described by the System (5), determine the optimal equation
algorithm that ensures the transfer of the object from the initial state x;(0)=50, x,(0)=0, x3(0)=0 to the final state
x1(T)=0, xx(T)=0, x3(T)=0 for T minimum time. Herewith, it is necessary to determine transition count, switching
torque, and to construct curves of u(f) control and x;(?), x,(t), x3(t) coordinates.

|u|<Unmax restriction is imposed on the control action. The system parameters are as follows:
a,, =la;, =12,a,; =20,b=1, U,,,,x=440 V.

Solution: We write the Hamiltonian:
2
H= Z‘Vifi 4 (7)
i=1

where y, and f; are coordinates of  and f vectors. In addition to the system (5), we construct a system of equations
for , auxiliary variables, where i =1,2 , using the following relation:
dvy, . of
AR Y )
dt ‘o Ox

Or open :

dt v Y, Vs

ay, _ |, % s
ax, o ox Ox,

dvy, % o, %,
=—| Ly, + T2y, + 2 8
d |:5x2 Wy o, Y, o, Y3 (3)
dy, % 9, ;s
dr {6)@ Vit Ve ¥
Considering (5), the equation system (8) takes the form:
b
¥, _ 4 65w,
dt
WV
% =-¥, +4,6Y, ©)]
d; =¥, 42V,
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¥, =4,65Y,
dt
dj;z =-¥ +4,6¥, )
v
ddt3 =-Y, +2V¥,
Eigenvalue matrix for (9) case:
1.2666 0 0
AP = 0 0.3667 +1.8806i 0
0 0 0.3667 +1.8806i
The solution to the system (9) for the diagonalized case of A¥~P matrix takes the form:
‘I” — C el,2666t
1 1
P O, 036674188060 (10)
2 2 .

_ (0.3667—1.88061)¢
Y, =Ce

Considering V¥ matrix, the solution in the initial basis will be:
W, =-0.9474C,e""" +(0.5812—0.3347)C,e 750" 1 (0.5812 +0.33474)C,e 307" #5000
\P — _1 1893C 61.2666t +O 6883C e(0.3667+1.8806i)t _O 6883C 6(0.3667—1.8806i)t
2 . 1 . 2 . 3 4
¥, =-0.2581C,e"** +(0.1812 +0.20861)C, e * #5901 (0.1812 — 0.20867)C, '~ #0

where C;, C,, C; are integration constants.
The general expression describing the Hamilton function:
H=Y fi+Y¥Y,f,+¥,f, (11)
In the expression (11), an important — from the point of view of the method of synthesis — role is played by the
member, which includes the control:
H =W.,U=(-C0.2581¢" " + C,(0.1812 +0.2086i) + C;(0.1812 — 0.20867 )" > %" b/ .
In order for # Hamiltonian calculated by the formula (11) to take the maximum positive value, /' term must
be always positive and the greatest. For this, the optimal control algorithm should be u(¢2)=cU,,.., where:
c = 5ign(—=0.2581C,e" > +(0.1812 +0.2086i)e ***7* 559" 1 (01812 —0.20867 )" %"~ #00") |
u(t) optimal control is a piecewise constant function, taking +U ,,, values, and it has no more than two
intervals of constancy, since the nonlinear function
—0.2581C,e"***" +(0.1812 +0.20867)e'***7* 5% 1 (01812 — 0.20867 )"~ #00"
changes the sign no more than once. In this case, the possible sign change occurs from plus to minus, that is, to fulfill
the maximum principle, it is required to first apply U= +U ..«, to the engine, and then U= —U,,. Let us verify these
arguments through constructing ¥, obtained functional dependence in the Matlab package (Fig. 2).

http://vestnik.donstu.ru
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As can be seen from Fig. 2, ¥, does change the sign from (+) to (—) only once. With this in mind, we define an

optimal equation algorithm that ensures the transfer of an object from x,(0)=0, x,(0)=0, x3(0)=0 initial state to
x1(T)=50, x,(T)=0, x3(T)=0 final state for 7 minimum time. Here we note that under modern conditions, there is no
need to obtain an analytical solution to the original system of equations. Using the available capabilities of modern
software packages like Matlab, we straightforward and clearly can obtain a numerical solution to the case under
consideration.

The numerical simulation results for the calculated time optimal control algorithm are presented in Fig. 3. The
model parameters are selected in such a way that it fulfills the boundary condition required by the right-hand border.

X, rad ¢
50

0 05 1 15 tsec
U. B I a)

L sec

500" i
0 05 1 15
by
Fig. 3. Graphs of output coordinate (a) and control switching
at 7, =0.5(b)
Fig. 3 shows that the control switching time from (+Upay) to (—Upay) is selected as ¢, = 0,5 seconds, and the

total control time is T =1.3 seconds. In this case, the control system comes to the required output level, that is, the
right-hand boundary of the boundary conditions is reached.
3. Synthesis of control system through ADAR method
To synthesize a control system using the ADAR method, it is possible not to make a transition to the abstract
case of the state space (see (5)), but it is easy to use the original system (2). However, it needs to be translated to the
following form:

dx,
£
x2
—==—a,,X, +a,X , (12)
ddt 2171 2373
x3
— =—a,X, —a;X, +bU
dt 3272 3373
. . c, C c, R 1 .
where o =x,0=x,,i=xare variables; —*=a,,—=a,,~=a, —=a,,—=0b are introduced as constants.
J J L L L
Considering the previously defined values, we receive: a,; =1.515,a,, =2.325,a,, =1.5,a,;; =2,b=1 and the system

(12) takes the form:

& _

b

Ltz:_z.szsx1 +1.515x; (13)
ﬂ=_1,5x2 —2x, +U

dt

With this in mind, 4 matrix takes the form:
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0 1 0
A=|-2325 0 1.515].
0 -1.5 =2
From knowing 4 matrix, we find A eigenvalues of 4 matrix: A1 =—1.2674 + 0.0000i; A2 = -0.3663 + 1.8801i;
A3 = —0.3663 - 1.8801i. As is clear from these results, it is referred to the control system case considered in the

synthesis through the maximum principle.

The coordinate characterizing the angle of rotor rotation (x;) is the output coordinate of the system. Therefore,
in order to form requirements for the desired system behavior in the state space, we introduce a macrovariable of
¥ =x —x, = 0order, where x, is the specified target value of x; coordinate. The velocity value of the angle change

must ensure that the angle of rotor rotation tends to the value specified above. To this end, we introduce another
macrovariable — ¥ =x, —¢,(x;) = 0, where¢,(x,) is a certain function describing x, = ¢,(x;) tendency in the
stationary state. Further, we introduce a macrovariable of order in ¥ =x;—¢,(x,x,)=0 coordinate, where
¢,(x,,x,) is a certain function that describes the relationship between the coordinates in the stationary state of the
system and, therefore x; = ¢, (x,,x,) .

For newly introduced ¥, , ¥,, ¥, macrovariables, we require the asymptotically stable law of change, that is,

execution of the following system of differential equations:

v
iy 2o
pi
L—2+¥,=0, (14)
¥
T3d S+, =0
t

where T,

T,, T, are time constants that determine the vanishing rate of the introduced macrovariables, or, in other
words, the shrinking rate of an arbitrary path of the system in the state space to the desired attractor.

The system of equations introduced in the expression (14) has expanded the system state space from the 3rd to the
6th, which is one of the main provisions of the ADAR method. Further synthesis of the control system is reduced to a
stage-by-stage process of decomposition (compression) of this space to the initial level [1-2]. We start the
decomposition process with the substitution of the system (14) to the first equation instead of ¥, macrovariable of its

value in the coordinates of the controlled process. As a result, we obtain:
dx,
]"17;+(x1—x01)=0, (15)
Considering (13), the equation (15) is written as:
Iix, +(x, —x,,)=0. (16)
Considering the next step of the synthesis algorithm, because of which it was assumed thatx = ¢,(x,), we find

¢, (x,) value as:

(% —xg1)
0, (x) =— p— (17)
1
With this context, ¥, macrovariable is as follows:
X, — X,
‘I’Z:x2—¢2(xl):x2+—( 1= %or) (18)

1
Validity of the expression (17), in terms of the control objectives, is confirmed by the fact that the value in the steady
state is as follows: x, = ¢,(x,) = 0. Then, considering (18), the second equation of the system (14) will take the
following form:

dx do,(x)

]—‘27;— 2#'?‘.}(2—(1)2()61):0. (19)
Or, considering ¢, (x,) :

Ly )

=0. 20
EtT At (20)
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At the next step of the synthesis algorithm, using the same reasoning as before, and the fact that we
determine x, = ¢,(x,,x,) from (20), considering (13), ¢,(x,,x,) value in coordinates of the controlled process:

T +T _
x,x,)=1,535x —0,66wx —0,66(x1 x(n)o.
3\ 2 1 5 _—

T,
1 271
Having obtained ¢, (x,,x,) value in the coordinates of the controlled process, we can determine the value of

@n

Y3 macrovariable in the coordinates of the system state and solve the third equation of the system (14).
dx, do,(x,x,)
Ts[d_;_ﬁ]"'xs_%(xwxz):o' (22)
After substituting the previously obtained ¢,(x,,x,) values from (21) into (22) and using the system (13) at
this step of decomposing the state space of the control system, we define the control value in the coordinates of the
controlled process:

TIT,+T,7T,+TT, TT,+T,T,+TT,
U=1,5x2+2x3+1,535x2+1,5x1( 73 203 | 2)—x (WL + LT +1, 2)—<:>

TTT, ©TLn 23)
0,660, DL 6600 —0)
LT, nnr,

The expression (23) determines the asymptotically stable control action on the control system described by
the equations (13).

The simulation results of the system of differential equations (13) with the required value of the engine rotor
angle: xo=50 rad, and the values of 7, =0.1,7, =0.2, 7, = 0.3 time constants entered are shown in Fig. 4.

b
X, rad
= —
.—"‘_’- &
J,J.
- d -
:ﬂ_ —
.1| = -
1} -
l l
5 % ? 1, 58C
u.B 4 al
600 . .
m|- —
s 4
|
v -1
xoof-| -
1omf-- 4 4
o t, sec
1 1 1 1

b)

Fig. 4. Simulation results with control at 7, =0.1,7, = 0.2, T, = 0.3 : transition process on output coordinate (a);

control change schedule (b)

Fig. 4 shows that, in comparison with Fig. 3, the control structure is the same in both cases, that is, the point
is that at the beginning, a positive control is applied, and then its sign changes to the opposite one. The settling time
increases dramatically to the value close to 2.5 seconds, but with this, the maximum control reaches values greater
than 5,000 V. This is unacceptable according to the maximum method. To limit the maximum control value, we
introduce a nonlinear link of the “saturation” type with the same threshold as in the case of the maximum into the
control loop. The results of the system simulation, with this threshold and with selected values of 7}, T,, T,

constants, are presented in Fig. 5.
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Fig. 5. Simulation results with controlat 7} =0.15, 7, =0.16,7, = 0.17 :
output coordinate transition (a); control change schedule (b)
Fig. 5 shows that the introduction of a nonlinear constraint on the control of the “saturation” type enables to obtain the
desired result from the point of view of the control admissibility. In this case, the control structure determined by the
maximum method is really observed, but the control is not time optimal. It should be noted here that such a
modification of the ADAR method could also lead to the loss in system stability (Fig. 6).

Xi,rad

S T A oo Jusee

I, sec

Fig. 6. Simulation results with control at 7, = 0.015,7, =0.016,7, =0.017 :

output coordinate transition (a); control change schedule (b)

However, despite the result presented in Fig. 6, the addition of amplitude constraint of the control signals to the
control system obtained by the ADAR method essentially brings it closer to the solutions obtained through

implementing the synthesis procedure by the maximum method.
Discussion and Conclusions. Thus, for the basic model of the control system (2), the time optimal control was

synthesized by the maximum method. For the same case, in the third part of the paper, with the same system parameters
and boundary conditions, the control of the ADAR method was synthesized. Both of these controls look different.
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In case of the maximum method, this is a software piecewise-constant control where the optimal time instant of
the sign change of the control signal is important. In ADAR case, it is a continuous smooth functional control
dependence on the coordinates of the system state. However, their implementation shows the structural similarity
expressed in changing the control sign. After the ADAR method modification, the structural similarity has become even
more visible. Note that the parametric similarity of the implemented controls can be achieved through selecting the time
constants introduced by the ADAR method during the synthesis. This allows the authors to formulate the following
hypothesis.

- Selection of the values of 7],7,,7; time constants introduced by the ADAR method in the synthesis

procedure, in case of modification of the obtained control by the method proposed in the article, makes it possible to get
time optimality of the synergetic control. The authors failed to obtain a general proof from this intuitive hypothesis.
However, this task was not set within the framework of this paper. The numerical experiments with 7,,7,,7, variation

helped us to achieve quasioptimality of the control obtained by the ADAR method.
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Parallel construction of binary tree based on sorting”
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skokok
IMapanienbHOe NOCTPOEHHE ABOMYHOTO IePeBa HA OCHOBE COPTHPOBKH

S1. E. Pomm', JI. A. YaGauiok’

!'2 Taranporckuit unctutyT umenn A. IT. Yexopa (ummam) PocToBCKOro rocyapcTBeHHOr0 SKoHOMUUeckoro yuusepcutera (PUHX)", r. Tarampor,

Poccuiickas @enepanus

Introduction. Algorithms for the parallel binary tree construc-
tion are developed. The algorithms are based on sorting and

N

described in a constructive form. For the element set, the

T(R)=0() ,,q T(R)=0(log, N)

time complexity has esti-

2
mates, where R=(N"-N)/2

is the number of processors.
The tree is built with the uniqueness property. The algorithms
are invariant with respect to the input sequence type. The work
objective is to develop and study ways of accelerating the
process of organizing and transforming the tree-like data struc-
tures on the basis of the stable maximum parallel sorting algo-
rithms for their application to the basic operations of infor-
mation retrieval on databases.

Materials and Methods. A one-to-one relation between the
input element set and the binary tree built for it is established
using a stable address sorting. The sorting provides maximum
concurrency, and, in an operator form, establishes a one-to-one
mapping of input and output indices. On this basis, methods
for the mutual transformation of the binary data structures are
being developed.

Research Results. An efficient parallel algorithm for construct-
ing a binary tree based on the address sorting with time com-

plexity of T(N) = Ollog, N) is obtained. From the well-known
analogues, the algorithm differs in structure and logarithmic

estimation of time complexity, which makes it possible to

achieve the acceleration of ?4V R , @ 21 order analogues. As
an advanced version, an algorithm modification, which pro-
vides the maximum parallel construction of the binary tree
based on a stable address sorting and a priori calculation of the

stored subtree root indices is suggested. The algorithm differs

in structure and estimation of /(=0 ime complexity. A

similar estimate is achieved in a sequential version of the mod-

* PaboTa BBITIOIHEHA B pamkax nHunmatuBHoi HUP.
" E-mail: romm@list.ru, denchabanyuk@gmail.com
" The research is done within the frame of independent R&D.

Bseoenue. Pa3zpaboTaHbl arOPUTMEI MTapajuIeIBHOTO HOCTPO-
€HHSI TBOMYHOTO AepeBa. ANTOPUTMBI BHIIIOTHEHBI HA OCHOBE
COPTHPOBKH M ONHCAHBI B KOHCTPYKTHBHOI (opme. 11t MHO-

N

OJIEMEHTOB BPEMCHHAA CJIOKHOCTH UMCEET OLICH-

T(R) =0, T(R)=Olog, N)

JKECTBa M3

K1 rae 4Yucio Ipouecco-

2
pOBR =W =miz JlepeBo CTpOMTCS CO CBOMCTBOM €IWH-
CTBEHHOCTH. AJTOPUTMBI MHBAapUAHTHBI OTHOCHUTEIBHO BHIA
BXOJHOW TOCNeNoBaTeNbHOCTU. Llenpio paboTel SABISLIACH
pa3paboTKa M HCCIeJOBaHUE CIIOCOOOB YCKOPEHHMs Ipolecca
OpTaHM3alMk W TPeoOpa3oBaHMil JPEBOBUIHBIX CTPYKTYp
JTAHHBIX Ha OCHOBE AJTOPUTMOB YCTOMYMBON MaKCHMaJIbHO
HapayieTbHONH COPTUPOBKU U MX NMPUMEHEHHs K 0a30BBIM
orepanusM HHGOPMAIIMOHHOTO TIOMCKA B 0a3aX JTaHHBIX.
Mamepuanvt u memoovl. B3aMHO OIHO3HAYHOE COOTBET-
CTBHE MHOXECTBA BXOJHBIX 3JIEMEHTOB H ITOCTPOEHHOTO IS
HEro JBOMYHOTO JiepeBa YCTAHABIMBACTCS MHPU MOMOIIN
yCTOWUMBO# anpecHON copTHpoBKU. COpTHpPOBKAa obOnamaer
MaKCHMaIbHBIM MapaiIeIM3MOM, B OIEPaTOPHOH Qopme
YCTaHABIIMBACT B3aHMHO OJHO3HAYHOE COOTBETCTBUE BXOJ-
HBIX U BBIXOAHBIX MHAEKcoB. Ha 3Toit ocHOBe pa3pabarhiBa-
I0TCS. METO/IbI B3aMHOTO MPeoOpa3oBaHMs IBOMYHBIX CTPYK-
Typ AaHHBIX.

Pesynomamor uccneoosanus. TlomydeH 3¢GeKTHBHBIA mapa-
JIETbHBII alNrOPUTM ITOCTPOSHHMS TBOUYHOTO JiepeBa Ha OCHOBE
aJpeCHOM  COPTHPOBKH  C

BpeMeHHOﬁ CJIO)KHOCTBIO

T(Nz) = O(log, N). OT U3BECTHBIX aHAJOTOB AJTOPUTM OTIIH-
YaeTcsi CTPYKTYPO U JIOrapu(pMUYECcKoil OLIEHKOH BpEeMeHHOI
CJIO’KHOCTH, IO3BOJIAIOIIEH IOCTUraTh yCKOPEHHs aHaIOroB
nopsiaka O(N®), a>1. B kadecTBe ycOBEpUIEHCTBOBAHHOTO
BapHaHTa MpeUIoKeHa MOMU(UKAINS aJrOpUTMa, 00ecIedH-
BaIOIasi MAaKCUMAJILHO T1apajljIeIbHOE TIOCTPOEHUE IBOMYHOTO
JlepeBa Ha OCHOBE YCTOHYMBOW agpecHOM COPTUPOBKH U
aIpUOPHOrO BBIYKCICHUS XPAHUMBIX MHAEKCOB KOpPHEH MOJX-
JIEpeBbEB. AJITOPUTM OTIHYAETCA CTPYKTYpOH M OIEHKON
BpeMeHHOH cinoxHocTH 7(1) = O(1). AHanoruyHas OIeHKa

JIOCTHTACTCsl B MOCJICAOBATEIILHOM BapHaHTEe MOIU(PHIIUPO-
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ified algorithm, which allows obtaining the acceleration of

O(N") o> 1

known analogs of order.

Discussion and Conclusions. The results obtained are focused
on the creation of effective methods for the dynamic database
processing. The proposed methods and algorithms can form an
algorithmic basis for an advanced deterministic search on the
relational databases and information systems.

Keywords: data structures, data processing algorithms, binary
tree, algorithms for parallel sorting.
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BaHHOTO aJrOPHTMa, YTO MO3BOJSET JOCTHIaTh YCKOPESHUS
W3BECTHBIX aHAIOTOB mopsiika O(N*), o> 1.

Obcyscoenua u  3akmouenue. IlodydeHHbIE pPE3yNbTAaThI
HAIpaBJICHbl Ha OpraHu3anyio 3G (EeKTHBHBIX CIOCOOO0B THHA-
MHYECKON 00paboTku 0a3 maHHBIX. [Ipe/ioKeHHbIe CIIOCOOBI
Y alITOPUTMBI MOTYT COCTaBHUTh aJITOPUTMUYECKYIO OCHOBY JIJIS
YCKOPEHHOTO JICTCPMHHUPOBAHHOTO TIOMCKA B PEISIIMOHHBIX

ba3ax JJAHHBIX U I/IHq)OpMaL[I/IOHHLIX CUCTCMax.

KnioueBble ciioBa: CTPYKTYyphl JaHHBIX, aJrOpUTMbI oOpa-
OOTKM TaHHBIX, JBOMYHOE JIEPEBO, ATOPUTMBI TTapalIeIbHOMI
COPTHPOBKH.

Oébpaszey ona yumuposanusa: Pomm, 5. E. Ilapamnensaoe
MOCTPOCHUE NBOMYHOTO JepeBa HAa OCHOBE COPTHPOBKH /
S. E. Pomm, /1. A. Yabanrok / Bectauk [loH. roc. TeXH. yH-Ta.

1992-5980-2018-18-4-449-454 — 2018 — T. 18, Ne 4. — C. 449-454.
https://doi.org/10.23947/1992-5980-2018-18-4-449-454

Introduction. There is a tendency to the convergence of parallel information processing technologies and various
processor architectures in the field of modern high-performance computing. Despite the variety of processor architectures and
ways of presenting information, the idea of parallel processing is one of the most important tasks of computer science to in-
crease the data-rate. To accelerate processing speed, the authors propose to use a stable address sorting algorithm with maxi-
mum parallelism.

Method of parallel construction of a binary tree. For 4= ( Ay, Ayy ey aH) array, the comparison matrix is developed
according to [1, 2]. a,, element of this matrix is defined as
+, a >a,
Jj i
a,, =sign (a/. —a[.)z 0, a =a,

- a <a
J 1

>

where 7, j=1,2, ...,n.
a, element in C:(co, Clyvns CM) sorted array gets the number kzga,j , where a,, >0 ati< j,a, >0 at

i> j. All comparisons are mutually independent; the sorting is stable and as parallel as possible with the estimate of

2
T (%) = 0(1) time complexity. On this basis, you can perform a parallel construction of a binary tree [3, 4].

Suppose we are given a set of N elements, all elements of which are represented as a single-dimension array.
On the set, < ordering relation is assumed. It is required to convert the array into a binary tree. For this, the described

array sorting is performed. C medial array cell has j,_ = [%—‘ index and is taken as the root of the tree [3]. All C array

components to the left of C, form a left subtree (left subarray). The components to the right of C, form a right subtree

(right subarray). The left subarray is interpreted as a new array. It similarly contains

1 1 . .
T s = lrzgg—‘ —lj-l = [LPT—‘ root index. Here, C, i the left-nearest descendant of the root of C| tree. All

components of the subarray to the left of C, ~ ~ donotexceedC,  ;all components of the subarray on the right are

. . . N I(| N . Jo 1] .
. - Simultaneously, the root index of j_ . ., = By + Sl 7 “L||=j,+ 2 right subarray

not less than Cj

8. 1

is determined. At this, C,  is the nearest descendant of the root of C, tree. The process recursively resumes in

each pair of the adjacent subarrays:
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As a result, all components of the lower level of the binary tree are formed in O(l) time. The process can con-

tinue until log, N exhaustion of the levels of the binary tree.

The number of algorithm steps for constructing the binary tree in a parallel form is the sum of the sorting step
and the step sequence when calculating the indices of the roots of subtrees. From here,
T(R)=log,NT+1=0(log, N), where R is the number of processor elements, 7is the time of binary comparison,
and 7Tis the time for calculating one root index. R number of processors is determined by the maximum AN parallel
sorting of input elements, and then — through the calculation of indices with doubling by the number of tree levels.

When calculating the indices, this number will not exceed 2" = N /2, therefore the number of processors involved

2

in sorting is sufficient. As a result, R will be less than [3]. Finally, the time complexity of the parallel algo-

rithm for constructing the binary tree will be

T(sz—zv) =0(log, N).

Example [3]. The binary tree for an array of 15 elements
X:(14, 9, 24, 7, 11, 20, 28, 3, 8, 10, 13, 17, 21, 25, 30) is constructed as follows.
The result of the sort is the array

C=(3,7,8 910,11, 13, 14, 17, 20, 21, 24, 25, 28, 30)

The root of the binary tree is the medial element of C array: j, ={%—|=8, C, =14 The left subarray has

8-1 . L
Jo = {——l=4 root, C, =9 element is the root of the left subtree, which is the left-nearest descendant of C.
p. sieB. 1/2 2 4 Jep

. . 8—-1 . .
medial component. The right subarray has jcp. pas. 12 = 8+[T—‘ =12 root, C,, =24 element is the root of the right
. . 4-1 .
subtree and the right-nearest descendant of C, root. Further, j =|—1|=2, C, =7 element is the root of
£ p. nes. 1/4,1 2 2
the subtree on the left and the left-nearest descendant of the root of C, = subtree. In the right subtree, the root has

4-1 . . . .
Je =4 +|V——‘ = 6 number, C, =11 element is the root of the right subtree and right-nearest child of C,
p. JaeB. 1/4,2 2 6 Jep. ne

Similarly, to the left of C, " j o 141 = 12—[$—‘=10 root is determined, C,, =20 element is the root of
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the left subtree from it and the left-nearest descendant of C,  subtree root. For the subarray, adjacent to the right one

pas. |

. 12-8-1 . .
discussed above, the root has j_ .14, :12-{7—1214 number, C, =28 element is C, = right-nearest

descendant and the right subtree root. The lower level of the tree will be formed by the descendants remaining to the left

and to the right of each of four identified roots (Fig. 1):

0 level

] =12

=4 /cp. mpas. 1/2

jcp. nes. 1/2

1 level

]cp. nes. 1/4,1 =

]cp. npas. 1/4,1 = 14

-/cp. new. 1/4,2 6 Jcp. npas. 1/4,2

2 level

Jep. nen g1 = 1 Jep. nen 18,2 =3 Jep. nen. 18,3 = 5 Jep. aen. 18,4 =7 Jep. npas. 18,1 = 9 Jop sz = Jop mpan 183 =13 Jep npan. 1.4 =

Fig. 1. Example of constructing binary tree based on sorting

There is Theorem 1 [3]. For a single-dimensional array of N components, a binary tree can be built in parallel

using sorting with T (NTZJ =O(log, N) time complexity.

The used sorting is stable; the binary tree is implied to be constructed with uniqueness. The indices of all me-
dial components (all roots of subtrees) can be identified [3]. Considering this modification, all the indices from the
above example for N subtree values can be calculated synchronously and mutually independently. This leads to a sin-
gle estimate of the build time of the binary tree. For each specific V, all the values of the tree node indices can be cal-
culated a priori and stored in the computer memory. With their help, the sorted components can be synchronously and
mutually independently addressed to all the tree nodes. Formulas for calculating the node indices depend only on the
total number of N input elements and are in no way dependent on their mutual arrangement after the stable sorting. To
simplify memory addressing, the computed indices can be ordered at each level and arranged in ascending levels. Then,
the entire population of the ordered node indices is read from N key. It only remains to arrange the sorted tree elements
by the read-in addresses. Based on the above, there is

Theorem 2. For a single-dimensional array of N components, a binary tree can be built in parallel using sorting and

2

prior calculation of indices with T (7) = 0(1) time complexity.

The following unified table contains the formal estimates of time complexity of sequential and parallel algo-

rithms for constructing a binary tree versus the proposed algorithms.
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Table 1

Comparative estimates of time complexity of sequential and parallel algorithms for constructing binary tree versus

proposed algorithms
Accelerati h i
. . Algorithm time Acceleration when using unit C(,:e er? lo,n whett usmg,
Binary tree algorithm . . . ) logarithmic time-complexity
complexity time-complexity algorithm .
algorithm
Algorithm of A. il ~ e ~ el
- L] T N * T N*
Lagana and V. Kumar T=0(Nk j [5] =0T ?zO e N =0(NIn2)
(2004) [5] 08:
Algorithm of P. P 7 N?
T _ 2 L _ — 2
Chalermsook (2015) T=0(N") [6] = O(N?) -=0 T O(N’1In2)
[6]
. . ~ ~ 7"'., 3
Polynomial algorithm T:0(N3) 7] 120(N3) I_o N :O(N3 1n2)
(2016) [7] T T log, N
“Left child — right y 7 7 N
sibling” algorithm T=0(N") [8] -=0(N?) 770\ |=o(V'n2)
(2014) [8] r °¢:
Pattern-based T= 0(|D| log, D) i _0 |D|log, D i _o |D|log, D
algorithm (1991) [9] [9] T 1 T log, N
The presented
algorithm with
logarithmic estimate T =0(log, N) [3] - _
of time complexity
(2015) [3]
The presented
algorl'thm with 'smgle -0 (1) . B
estimate of time
complexity (2015) [3]

In Table 1: D is capacity of the template dictionary, N is the number of input elements of the binary tree, &

is the dimension of the space in which sorting is performed.

The table shows that the proposed algorithm with a logarithmic estimate of time complexity abstractly im-
proves estimates of the known algorithms. Minimum acceleration is achieved with respect to the algorithm from [5]:

T

= O(N : ln2) , or T = O(N ); and maximum acceleration is achieved relative to the polynomial algorithm from [7]:

NN N

, -
= OLIN—N] or 7 = O(N } ) . Regarding the proposed algorithm with a single estimate of time-complexity, the eval-
0g,

uation of the known algorithms also improves. In this case, minimum acceleration is achieved relative to the algorithm

from [5]: e = O(N ) , and maximum acceleration is achieved with respect to the polynomial algorithm from [7]:

|'ﬂz

=0(N?).

*

~

Conclusion. The developed algorithms differ from the known techniques [5—7, 10, 11] of constructing a binary
tree in that they use maximum parallel sorting to calculate the indices of the nodes. In this case, either a logarithmic
number of steps is consumed by building a tree, or additional time is not spent at all, if the values of the indices are a
priori calculated for all N values in some real boundaries and stored in the computer memory. The proposed parallel
algorithm for constructing a binary tree can be used to organize efficient methods for dynamic processing of databases.
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